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Abstract 

Face detection technology and image classification are widely used in several industries that help humans in 

obtaining information and other related matters. In this paper, the utilization of the Computer Vision system 

uses the Convolutional Neural Network (CNN) algorithm to classify images by distinguishing the gender of the 

detected object. Architectural model through transfer learning by experimenting with three pre-trained models, 

namely VGG-16, Inception-V3, and MobileNet-V2 to determine the best architecture by using Optimizer Adam 

and RMSProp. To produce the best model and performance, experiments were carried out using several modules 

such as the data augmentation module and the re-indexing module. The Inception-V3 model got the best results 

in predicting Gender from the image with an accuracy and loss validation value of 0.9350, 0.1550, compared to 

VGG-16 and MobleNet-V2 with values 0.9320, 0.1660, and 0.8760, 0.3000.  

Keywords: Classification; CNN Architecture; Optimizers. 

1. Introduction  

Object recognition systems such as: faces, animals, cars, audio and visual or self-driving vehicles, as well as 

many other applications that utilize Computer Vision techniques over the last few years have developed and 

become a technology that is widely used and adopted in various aspects in human life nowadays [1,3]. 
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The increase in the use of Artificial Intelligence-based applications is one that contributes to the increase in the 

number of jobs and the use of technology related to Computer Vision. One method that is quite well known and 

widely used today in image classification is using Convolutional Neural Networks (CNN). CNN is a technology 

that combines Artificial Neural Networks and Deep Learning methods [4]. CNN can provide higher accuracy on 

dataset types such as images or objects, when compared to other objects such as word datasets or signal waves. 

This is because the convolution processing on CNN uses a matrix structure in pixel size. Mapping on pixels is 

structured like a matrix. Therefore, CNN is easier to use on image objects or matrices [5]. CNN is a 

classification method and belongs to the deep learning group that uses a convolution layer. CNN has two main 

stages, namely feature learning and classification. The feature learning stage consists of a convolution layer, 

ReLU (activation function) and a pooling layer. While the classification stage consists of a flatten, fully-

connected layer, and prediction as well as each part has two main processes, namely feedforward and 

backpropagation[6]. RMSProp is a gradient-based optimization technique used in training neural networks. 

RMSProp was developed as a stochastic technique for mini-batch learning. RMSProp uses adaptive learning 

speed rather than treating learning speed as a hyper parameter [7,8]. Adam (Adaptive moments) is a gradient-

based optimization algorithm from a stochastic function where the first moment is normalized by the second 

moment and gives the direction of the update. The update operation considers only the smooth gradient version 

and also includes a bias correction mechanism [7,9].  This study will complementing these previous works and 

researches with provide evaluation and sample of various image on deep learning based face classification 

performance with the goal of this work is to provide some answers by research questions such as: Does image 

quality affect to the image classification by pre-trained models? How should image classifier be computed? 

The following contributions in this paper: 

 The studying an empirically evaluate of image and the characteristics on the image classification 

performance of three deep CNN models on the image dataset. 

 Provide the comparative evaluation of the three deep CNN models, namely, VGG-16, MobileNet-V2 

and Inception-V3 with potential areas for the improvement. 

2. Related Works 

Convolutional Neural Network (CNN) or ConvNet is one of the Deep Learning algorithms that is widely used in 

receiving input data in the form of images or objects that are used by machines to do learning in recognizing 

images or objects and distinguish one image from another, and one object to another. CNN is a method 

developed from Multi-Layer Perceptron’s (MLP) and has more dimensions than MLP. CNN has input arrays 

ranging from two-dimensional to more and in deeper learning, convolution neural networks are the most 

commonly applied to analyze visual images [1,3,10]. CNN is a powerful deep learning algorithm and 

specialized in image processing, capable of dealing with millions of parameters and can converting the original 

1D signal into the 2D signal with widely technique to apply in other applications [2,11]. There are some note for 

CNN, it does not require for hand-crafted feature extraction. CNN architectures do not necessarily require 

segmentation of some image, CNN need more data because of its millions of learnable parameters to estimate, 

and more computationally expensive, resulting in requiring Graphical Processing Units (GPU) for model 
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training to accelerate training speed [2,11,12].  By having a high level of accuracy, the number of feature 

extractions generated by convolution and using relatively little pre-processing compared to other image 

classification algorithms, CNN is widely used in image or object classification. By having a function to perform 

feature extraction. These features need to be obtained to perform processes or tasks such as classification, 

clustering or regression. By using CNN, the feature extraction process is carried out automatically at the 

Convolutional layer, Pooling layer and also the activation of the Rectified Linear Unit (ReLU) for further 

classification of these features in the Fully Connected layer (FCL) and Softmax activation [13]. According to 

[14], to compare the quality of different models, the existing models were collected and analyzed for their 

accuracy values based on the results obtained by previous researchers, and the results can be seen as in Figure 1. 

From these results it was found that with different sampling techniques, it is not possible to do a direct 

comparison by utilizing resource data used with different specifications. 

 

Figure 1: Comparison of Accuracy vs. Model [14] 

By looking at the comparison of accuracy and model selection that has been done by previous researchers. The 

image classification models that will be selected for gender detection are the GoogleNet/Inception-V3, 

MobileNet-V2 and VGG-16 models. The results of the comparison to this image will be compared and their 

performance analyzed. 

3. Model Architectures and Experiment 

Transfer learning is a common and effective strategy to train a model efficiently which can use the existing 

knowledge learned from one environment and solve the other new problem by using a small amount of dataset 

and  to achieve high accuracy with a short training time [2,15] One way to get optimal performance is by 

selecting the model and architecture based on the advantages of the model in performing feature extraction. The 

use of binary indexing can also reduce deployment resources and improve the quality of user interaction with 

the system. And in the experimental dataset, transfer learning or pre-trained training is used on the CNN 

architectural model that has been trained using the previous dataset [16]. 

3.1. Inception-V3 

GoogleNet/Inception is a model that focuses on computational costs. The InceptionV3 model is an evolution of 

GoogleNet (Inception1) which is based on factorized 7x7 convolution and is divided into 2 or 3, 3x3 layer 

convolution operations with the aim of increasing computational speed to be able to accept images larger than 
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299x299 pixels [16]. This is because this model only has about 4 million parameters, very small compared to 

VGG, but with a more complex architecture. This is because this model does not apply a Fully-Connected layer 

and replaces it with a pooling layer only. These fewer parameters result in a smaller model size and also a faster 

model calculation process when compared to other models. The weakness of this model is that when performing 

computations it requires quite a lot of memory because this model focuses on the width of the convolution layer 

[1]. The transfer learning performs for image classification based on dataset better than the model based on 

original deep CNN with tuning the Inception-v3 model can effectively improve the accuracy of the image 

classiffier [17]. 

3.2. MobileNet-V2 

MobileNet-V2 is a very light and slim architectural model compared to previous models, designed for mobile 

applications and embedded vision. This model is based on a streamlined architecture that uses depth-MobileNet-

V2 by using deep separable convolutions to build lightweight deep neural networks with only 54 layers and an 

input image size of 224x224 to perform computations quickly [16]. MobileNets uses deep separable 

convolutions, and has similarities to the Inception-v3 model. This model can reduce the number of parameters 

and latency. In addition, MobileNets also has a useful shrinkage-parameter model that can be used before the 

training process is carried out to make it the right size and fit [18,19]. Result study for MobileNet-V2 by 

comparing two datasets and analysis the experimental found that MobileNet-V2 achieves higher accuracy than 

MobileNet-V1 model by using the inverted design [20]. 

3.3. VGG-16 

VGG is one of the models that is very simple and easy to understand and is a model that is often used for 

machine learning and the advantages of this model, VGGNet has a very deep network that includes 16 or more 

CONV/FC layers, each of which has a convolution layer with small size of 3x3, and interspersed by layers of 

POOL (where each group consists of 2 or 3 layers of CONV) [16]. Model VGG-16 has good accuracy when 

using the gradient descent optimization comparing without optimization [21]. 

3.4. Experiment 

a) Dataset sourced from Kaggle 

 

Figure 2: Example of Image Dataset 
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The secondary dataset used is sourced from Kaggle which consists of approximately 200K facial images and is 

divided into 2 (two) genders, male and female. By dividing the data into training, testing and validation data 

with random distribution. Training data will divide into 3 parts due to the specification of the computer 

specification and we did the pre-trained architecture and combine with the training model from scratch.  

b) The tools used are Jupyter Notebook, Tensor flow, and Keras as well as using the Python programming 

language. Laptop specification Intel Core i5-421oU, 1.70GHz, RAM 8GB, Windows 8.1. 

c) Research method propose for experiment: 

Start

Stop

Data Set

Pre-processing 
Data

Split Data
Training, Validation and Testing

Model Building

VGG-16 MobileNet-V2 Inception-V3

Evaluation

 

Figure 3: Research Method 

d) Architecture system and model created 

Gender 

Image

Dataset

Training & Testing

Re-training

Pretrained Model

InceptionV3

VGG16

MobileNetV2

TensorFlow, Keras,

Adam & RMSProp

Optimizer

Prediction

 

Figure 4: System Architecture 
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e) Hyperparameter configuration for the training model uses several hyperparameters and applied for all 

model, such as: 

 Epoch: 10-30 

 Steps per epoch : 10 

 Validation steps : 20 

 Learning rate (α): 0.0001 – 0.001 

 Optimizer: RMSProp and Adam 

 Fine Tuning Layer: 5-30 

Where each model is trained with these hyper parameters, and the best results are taken for later comparison and 

analysis of the performance of each model. 

f) Preprocessing is done on the dataset. Before being used for model training, such as cleaning the dataset 

so that all images fit into their category, after that, manual labeling of all data is carried out. The next step is to 

perform data augmentation to get a dataset with a larger and more varied size. 

g) The experimental stages are carried out as follow: 

 Data Preparation: Data is downloaded (extraction of training dataset) on the website kaggle.com 

(Gender Classification 200K image dataset). 

 Dataset for training (training of CNN model) is divide into 3 parts, part one using 50%, 80% and 100% 

from total actual dataset. 

 Pre-processing and data normalization: resize the patch size to 255x255 pixels.  

 Determine the type and number of layers used in the CNN architecture. The type and number of layers 

used in this study for training data are shown in Figure 5. 
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Figure 5: Network layer architecture – that is used. 

 Determine the number of patches used for the training process. If the number of images in the dataset is 

greater than the number of training data used, the system will select a random patch to use for the 

training process. 

 Extraction of features from training datasets. Feature extraction is found in the activation process by 

determining the ReLU activation layer used for feature extraction. ReLU is on the 7th layer of the CNN 

architecture used. 

 Determine the amount of data in the testing process. Perform feature extraction on dataset testing. The 
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feature extraction process for testing datasets is similar to feature extraction from training datasets. 

 In addition to using transfer learning, a self-built layer model is also made. The use of re-indexing and 

augmentation modules for image classification using the selected CNN architecture and model. 

 To get accuracy results with a loss rate, it is better to compare the CNN model and use modules that 

can improve the performance of the classification model in addition to the main module, namely the 

data augmentation module and also the re-indexing module. The data augmentation module is very 

helpful, especially if the dataset you have is small, while the re-indexing module will be very helpful in 

the image search process and comparing features between query data features and data features in the 

database. 

 Model training from scratch requires a large dataset (about 10-25k data per class) in order to produce 

good models. Meanwhile, transfer learning requires a smaller dataset when compared to model training 

from the start. 

 Transfer learning results tend to be better than modeling from scratch, especially the smaller the dataset 

used. The next development that can be done to improve the performance of this system is to 

parallelism the model, so that it can extract features from the dataset simultaneously and speed up 

database creation and addition of data to the database itself. 

 The training process requires quite a lot of data. The selection of the right preprocessing method will 

make the model able to do training faster and increase the final accuracy of the model. Feature learning 

is carried out in model training to increase the final accuracy of the model. 

Input Feature Learning
Classification

Convolution 
+

Relu

Convolution 
+

Relu
Pooling Pooling

Flatten
Fully Connected

SoftMax

 

Figure 6: CNN Architecture 

 To overcome the problem of overfitting during the model training process, the hyper parameter process 

is carried out repeatedly until it gets the best hyper parameter value. 

 To reduce the overfitting we obtain more training data and we included regularization with dropout or 

weight decay, batch normalization, and data augmentation, as well as reducing architectural 

complexity. 

4. Result and Analysis 

 The training result for the comparison of model is: 
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Table 1: Performance Model & Architectures – Training 

Model & 

Architectures 

Accuracy 

(%) 

Loss 

(%) 

VGG-16 91.00 18.50 

Inception-V3 89.90 21.05 

MobileNet-V2 87.60 29.70 

 The training results on the performance of MobileNet-V2 model is the loss are quite high: 30.00%, and 

accuracy is 87.60% can be seen as follows: 

 

Figure 7: Training & Validation Loss 

 

Figure 8: Training & Validation Accuracy 

 From the table above, the experimental results show an accuracy of 85-100% with validation loss of 0-

30.00% in the third experiment. 

 Over fitting happens with refers to regularities specific to the training set situation where a model 

learns statistical and ends up memorizing the irrelevant noise instead of learning the signal of dataset. 

This is one of the main challenges in machine learning, as an over fitted model is not generalizable to 

never-seen-before data. By doing routine check for recognizing over fitting to the training data is to 

monitor the loss and accuracy on the training and validation set.  

 The testing result shown as: 
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Table 2: Performance Model & Architectures – Testing 

Model & 

Architectures 

Accuracy 

(%) 

Loss 

(%) 

VGG-16 93.20 16.60 

Inception-V3 93.50 15.50 

MobileNet-V2 87.60 30.00 

 Each of the above models has its own advantages and disadvantages, for example the lightest model is 

MobileNet, the fastest and most efficient model is GoogleNet/Inception, and the model with the best 

accuracy, and loss is VGG16. The shortcomings of these models also vary, ranging from memory, loss 

value, recall, length of the training process, and the size of the resulting model [22]–[24]. From these 

strengths and weaknesses, testing experimental results are obtained where the highest accuracy value is 

93.50%, the lowest loss value is 15.50%, and the processing time is average 35 ms/step. 

 

Figure 9: Training & Validation – Loss 

 

Figure 10: Training & Validation – Accuracy 

5. Conclusion 

The experimental results show that CNN VGG16, MobileNet-V2 and InceptionV3 models using transfer 

learning three hidden layers, where each hidden layer consists of a convolutional layer, ReLU activation and 

max-pooling can classify images of gender - male and female with a good level of accuracy. This is also due to 

the performance optimizer which is combined during training and data testing using Adam and RMSProp 

optimizers. The results of testing and evaluation using the RMSProp Optimizer resulted in the lowest loss value 

for the InceptionV3 model of 0.1550, and also, the highest accuracy value 0.9350. With the results of this 
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experiment, the conclusion that can be drawn is that the InceptionV3 model has the highest level of accuracy in 

the training and testing process, using RMSProp optimizer.  

6. Limitation and Recommendation  

The number of epoch in this study is limited to 30. We did not compare models using different numbers of 

iterations so that further study could attempt to build a model using a different number of iterations. An in-depth 

study of the outliers that exist in the data also has not been carried out in this study. The other combination of 

iterations and robust methods can be carried out in further research. Furthermore, the gender image 

classification of the Kaggle dataset used through the combination of the performance optimizer can be 

considered for further research in producing the optimal level of prediction and accuracy from the comparison 

of the CNN model. The other things is CNN needs more data to get the better result and it’s more 

computationally expensive, resulting in requiring graphical processing units (GPUs) for model training. 
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