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Abstract 

The objective of this study is to check the feasibility of the agriculture-induced EKC hypothesis for Pakistan 

from 1971 to 2014 using findings from an autoregressive distributed lag (ARDL) technique with a structural 

break that includes real income and energy consumption in the model. The agriculture-induced EKC model was 

studied using the autoregressive distributed lag (ARDL) technique with a structural break, which has never been 

explored before in Pakistan. The direction of relationship between the research factors was explained with Toda-

Yamamoto Granger Causality test. GDP and GDPSQ all have significant positive effects on CO2 emissions, 

while GDPSQ reduces CO2 emissions, according to the ARDL findings. The results of the Toda-Yamamoto 

causality test reveal a long-run unidirectional causation exists between GDP, GDPSQ and long-run CO2 

emissions. A long-run unidirectional causal relationship between AGRIC, GDPSQ and GDP and bidrectional 

long-run causal link between energy consumption and GDP was established. The presence of the agriculture-

induced EKC hypothesis in Pakistan in the short and long run was substantiated by the bidirectional and 

unidirectional causal links between the two variables and GDP.  
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As a result, special strategies to increase institutional quality in Pakistan are proposed to reduce unsustainable 

agricultural practices in preparation for a worldview transition from primitive technology to modern sustainable 

agrarian technologies. This work is unique in the EKC literature in Pakistan since no other study has been done 

on agriculture-induced EKC in Pakistan, and other EKC studies have failed to account for structural breaks, as 

this study has done. This study also contains a causality analysis to look into the direction of the link, which is 

something that the few EKC studies in Pakistan haven't investigated into. 

Keywords: GDP; GDPSQ; Carbon dioxide emissions; AGRIC; Energy consumption; EKC hypothesis; 

Structural break; ARDL model; Causality. 

1. Introduction  

The widespread use of fossil fuels, such as oil, gas, and charcoal, has shaped industrial history. Because of fossil 

fuels, humanity has attained unprecedented levels of economic progress and wealth, however these 

achievements have cost a lot to the surroundings. Other variables that follow economic advancement, including 

rapid population growth, developed infrastructure, early exposure, increasing demands among residents, and 

worldwide trade, have exacerbated environmental concerns [1,2]. The acknowledgment of these advancements' 

substantial environmental costs put the concept of sustainability onto the table, and until the World 

Development Report of 1992, the concept of sustainability has been on the agenda [3], and academics, policy 

professionals, and international institutions are now debating and researching the link of economic expansion 

and environmental challenges [4]. 

The Kuznets' curve model, proposed by Simon Kuznets during 1950s, depicts an inverse U-shaped link between 

income per capita and wage inequality [5]. According to Kuznets, income inequality rises in the early stages of a 

nation's economic development, reaches a peak, and then tends to be less severe after a threshold point of view 

of economic development. Because of the growing importance of environmental concerns, the notable Kuznets' 

curve was updated in the year 1990 to show the link between income level and environmental quality. 

Studies like [6,7] independently stated that there exists an estimated inverse U-shaped link between economic 

growth and environmental quality, based on Kuznets' original hypothesis. This correlation explains how 

environmental destruction rises in the early stages of a country’s economic growth (owing to inadequate 

manufacturing techniques); nevertheless, as income level increase, a change towards environmentally friendly 

manufacturing processes occurs and thus environmental damage falls. Panayotou termed this inverse U-shaped 

link between economic growth and environmental destruction the environmental Kuznets' curve (EKC) (1993). 

The proposal sparked a lot of discussion among academics. Following the key studies of  [6,9], a research 

formed, with support for the relevance of the EKC theory [10]. Using different empirical methodologies, a great 

number of publications studied and verified EKC hypothesis in various nations during the last two decades. Its 

validity has been accepted by numerous literatures. 

Agriculture is one of every country's most vital economic sector. Even though its importance as a primary 

determinant of economic progress has been recognized for millennia, the online world and internationalization 
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have greatly increased it. Agriculture's research and development (R&D) has a very good return [11], and 

agriculture continues to be a major contributor to gains in national economies' total productivity [12,13]. As a 

result, agricultural expertise helps a nation to boost its economic development pace by improving its efficiency. 

It is well proven that agricultural expansion has a bigger impact on poverty reduction in emerging countries than 

growth in other industries [14]. 

The agricultural sector has these features, making it a valuable strategy for developing economies [15]. Changes 

in the global food market, on the other hand, have provided new difficulties and opportunity for developing 

economies over the last two decades, along with a major growth in agricultural investment and economic growth 

[16], rapidly rising R&D efforts, elevated foreign investment (FDI), and improved food regulations [17]. 

Growing amount of traded agricultural products  [15,18] as well as increased export percentages of emerging 

economies in quality product categories emerging economies to enhance agricultural output. Further agricultural 

output, on the other hand, leads to higher energy consumption, particularly of fossil fuels [19], [20] and hence 

leads to increased CO2 emission [21], environmental damage, deforestation, and inadequate water quality.  

The connection among agriculture and destruction of the environment has shifted significantly over the recent 

two years as a result of variables such as increasing energy prices, technical improvements, and impact of 

environmental policies that support the correlation between the agriculture and energy industries. Energy 

expenses increased and were more unpredictable from 2001 to 2012 [22]. During this time, farmers saw an 

increased pattern in the pricing of inputs related to energy. On the one side, the price increase impacted the 

agricultural sector's profitability and produced changes in the sector's energy usage patterns [23]. Higher energy 

prices, from the other side, pushed other businesses to look for other sources of energy, and the energy 

industry's need for agricultural products as renewable fuel sources, such as feedstock, increased dramatically. 

Biofuel markets have advanced due to other considerations like as domestic energy security, countryside 

economic expansion, and environmental consciousness. As a result of these processes, each connection among 

agriculture and energy, wherein agriculture takes energy as a source and has become a net energy consumer, has 

transformed into a 2 different, reciprocal interaction. Because the agricultural sector is now both a supplier and a 

consumer of energy inputs, the agriculture-energy link is increasingly complex and crucial to understand [24]. 

The link among agricultural production and energy-environmental challenges also evolved as a result of 

technological advancements. Increased global sensitivity to environmental deterioration, as well as higher fossil 

fuel prices, have pushed the implementation of technologies and manufacturing processes that can save natural 

resources and energy. Improved energy efficiency boosts efficiency by cutting costs while also lowering 

greenhouse gas (GHG) emissions and having a significant effect on the environment [25]. 

Agriculture is an important option for upgrading the standard EKC model because of changes in the agriculture-

environment relationship, as well as the agricultural energy usage trends. To a knowledge of the researcher’s 

understanding there is just one research in the relevant publications [26] that uses the EKC framework to 

investigate the link between agriculture industry developments and environmental deterioration. Considering the 

significance of agriculture and its evolving connection to energy-environmental concerns, expanding the EKC 

theory to include agriculture in Pakistan (what we call the agriculture-induced EKC hypothesis) add to the 

current academic evidence. 
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The recent study investigates hypothesis as well as the and the robustness or responsivity of calculated EKC 

models [27]. The use of the proper econometric approach determines the accuracy of the conclusions. Previous 

studies that evaluated the EKC theory using cross-sectional or panel survey produced mixed results [28]. These 

conflicting results, according to [29], are most likely due to aggregation bias, that indicates that a substantial 

(insignificant) economic output with one nation could be greater than compensated by effective (non - 

significant) economic output with different nations. Moreover, [30] stated that the EKC, as derived from panel 

data, does not adequately reflect complex process to validate the notion that growth in economy is unrelated to 

external pressure in particular nations. To tackle this difficulty, many scholars prefer to look at specific 

countries using time series data [31–36]. This paper in hand employs the time series data to address the key 

subject of the development of the income-environment link in a single nation while avoiding the concerns of 

cross-sectional dependence [37] and heterogeneity [38]. We use econometric methodologies to fully adjust the 

data's integration and co-integration features [39]. In typical econometric methodologies, structural breakdowns 

in the series generate inaccuracies in the integration and co-integration properties of the series [40]. In this 

regard, the unit root test of  [41] and the co-integration test of [42] took into consideration any hypothetical 

structural break. Instead of using the traditional Granger causality test, [43] causality test is used. Toda- 

Yamamoto's causality test has the advantage of being adaptable to any model's integration and co-integration 

properties [44]. 

Pakistan is used as a research area in this study to analyze the agriculture-induced EKC theory. The 

environmental performance index (EPI), developed by the Yale Center for Environmental Law and Policy 

(YCELP) and University's Department in partnership with the World Industry Conference, currently ranks 

Pakistan 148th out of 178 countries in context of ecological performance, indicating severe problems with the 

nation's environmental policies (2014). Pakistan's economy is based on agriculture, with the exports accounting 

for 25.1 percent of GDP in 2014 and 45 percent of the labor force [45]. As a result, enhanced agricultural 

production in Pakistan could increase growth in the economy, leading to increased energy consumption and, as a 

result, increased CO2  emissions. Because Pakistan is one of the world's fastest developing economies, energy 

demand is predicted to triple by 2050 [46]. According to Kyoto agreement in order to assist economic growth, 

Pakistan's government is working on steps to reduce pollution levels and ensure efficiency in the country [47]. 

As a result of such conditions, Pakistan presents an interesting study for examining the causal link between 

energy consumption, economic expansion, energy consumption, and agriculture as an assessment of the 

agriculture-induced EKC hypothesis, with utmost aim to gain efficient environmental policy. Other emerging 

nations may benefit from the result of this research in implementing comprehensive environmental policies. 

This study employ country-specific time series data to examine the agricultural sector's impact on the 

environment, which addresses econometric issues such as aggregation biases [48], heterogeneity [39], and cross-

sectional dependency [37]. The autoregressive distributed lag (ARDL) bounds test was used to approximate the 

association between the factors because it is the most robust technique for examining the EKC model in a time 

series analysis [49], and it considers different lag lengths of variables, making it more flexible than other 

methods [50]. The Granger Causality test was used to determine the direction of the link of the study factors. 

This study is useful since the authors dealt with the issue of structural breaks, whereas many other studies in 
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Pakistan have ignored this critical issue, which has a positive response on the consistency and validity of the 

results produced. The second key contribution comes from a study by [51], which claims that the absence of a 

dominating contributor to the economy, like the agriculture sector, can alter an economy's EKC outcome. When 

the industrial portion of GDP was combined with economic growth, their study verified the EKC hypothesis for 

Turkey but failed to validate its presence. As a result, unlike many other EKC studies in Africa and Pakistan this 

one evaluated the hypothesis by taking into account the agricultural share of GDP. To the knowledge of the 

researchers, no empirical literature on EKC that assessed the agricultural sector's productivity in Pakistan. 

As a possible result, this study in hand covers all the bases by examining the relationship between agricultural 

productivity and the EKC hypothesis in Pakistan, using CO2 emissions as a pollution indicator and combining 

the agriculture share of GDP per capita, energy consumption, GDP per capita, and the square term of GDP per 

capita in a single equation to validate the presence of EKC. Other econometric techniques are used to stress the 

robustness of test results from a study. Finally, the study looks for causality trying to examine the direction of 

the link of factors in the EKC model. This contributes to the fact that many studies on EKC in Pakistan neglect 

to investigate the direction after establishing the association between the variables.  

The following is how the rest of this article will be organized: The literature review, materials, and methods 

used for analysis are covered in the second section; the empirical findings and discussion are covered in the 

fourth section; and the conclusion and recommended policies are presented in the last section. 

2. Theoretical Framework  

Empirical studies that attempt to verify the significance of the EKC hypothesis are influenced by the dependent 

variable, independent variables, nation and duration of the study, economic method, and statistical techniques. 

Options about the effect attributed to these factors in various models, are the key causes for contradictory 

findings on the verification of the EKC hypothesis. As a result, to obtain robust and trustworthy conclusions, it 

is necessary to be specific about the review conducted regarding the function of these variables in EKC models. 

The EKC is a model that depicts the link between income growth and pollution levels in the environment. 

Environmental deterioration is the model's dependent variable, and it can be proxied by different factors, 

considering different biological diversity [52], contaminants [53], and pollutants, which is the most widely 

employed proxy variable (due to its availability). Pollutants are divided into two categories: those that have local 

impacts and those that have global consequences. CO2 is a worldwide emission that is used in many EKC 

models [54–63]. This decision was made for a variety of reasons. For starters, carbon emissions are an important 

component to consider when discussing and recommending policies. CO2 accounts for 76.7 percent of 

greenhouse gas (GHG) emissions, according to the IPCC (2006), which is an important number for decision-

makers, economic planning, and environmental preservation. 

Emission of carbon dioxide is linked to major sustainability issues such global warming, greenhouse gas 

emissions, and climate change. Given that global climate change mitigation is a top priority for contemporary 

international development efforts, it's critical to identify variables that influence CO2 emissions [64]. Carbon 
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dioxide's costs extend beyond the time and location where it is emitted since it is a global emission. As a result, 

though "free rider" difficulties arise, wherein nations can produce CO2 despite bearing the entire cost. Due to the 

worldwide nature of CO2 effects, examining the link between economic development and pollution in localized 

settings is frequently challenging, leading to a lack of clarity in economics and policy decisions. These 

challenges add to the attraction of the study. For the reasons described above, we used per capita carbon dioxide 

emissions as the dependent variable in our agriculture-induced EKC model. 

The EKC is a reduced form connection [6] that tries to assess the overall impact of income increase on 

environmental quality. The influence of all other parameters on the link among economic growth and 

environmental deterioration shown by the primary reduced model can be captured by adding nonstructural 

variables to the EKC model [65]. It may be possible to identify any trend that is obscured by the assessment of 

the reduced form model using nonstructural variables. In addition, including non-structural factors can enhance 

econometric characteristics and the residual quality of estimates [27]. As a result, if a variable is stated to have a 

positive effect on environmental quality, integrating it in the classic EKC model will yield superior findings and 

allow us to examine the connection better under study. Numerous factors, including labor and capital, have been 

included in EKC model in different studies to attain this purpose [66,67], similarly trade [68–72] and energy 

consumption [73–76]. Following prior research that demonstrated the link of income growth and pollution by 

including a specific sector of the economy into the EKC model [77], this study in hand adds the agricultural 

sector representing as independent variable to the traditional EKC model. This is the paper's key contribution, 

and we believe it will help us better to grasp the link indicated by the EKC hypothesis. We also include energy 

use in the model because ignoring its importance would lead to estimation bias in the results [78]. 

The EKC theory has stimulated the interest of investigators who want to find out if it's true. One explanation for 

this attention is what [27] refers to as the model's Batomic structure, which is adaptable to many modeling 

methodologies. Researchers have employed a variety of model specifications to analyze the EKC hypothesis, 

following the publication of [79]. The EKC hypothesis, as stated previously, depicts an inverse U-shaped link 

among economic growth and environmental quality as explained in the related studies [80,61,68,81–86]. 

3. Literature Review  

The Kuznets model is based on [5] seminal research demonstrating inverse U-shaped link among income per 

capita and wage disparity, which he published in 1955. Between these two components, there is a two-way 

interaction. Income inequality grows when per capita income rises at initially (low income), till inequality 

begins to decline when per capita income rises (high income) at some point (middle class), and eventually the 

economy converges to income equality [5]. Following the Kuznets curve theory, Reference [6] pioneered 

research into the link between income growth and environmental quality. The investigation discovered an 

inverted U-shaped association, validating the reality of the Kuznets curve hypothesis. Later research by [8,87–

89] demonstrated that emissions rise in the early phases of development, but air quality improves beyond the 

middle stage, and pollution declines in the later stages as the country develops. As a result, the inverse U-shaped 

curve is depicted to support the idea. These seminal contributions opened the path for the development of the 

environmental Kuznets curve (EKC), which has been embraced by policymakers and environmental scientists. 
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Over the last two decades, various empirical studies testing the EKC hypothesis have been conducted to 

investigate the topic in depth utilizing various econometric instruments for individual or cross-country research. 

The importance of fossil fuel in achieving economic growth has been proven in recent studies [90–93]. Most 

developing nations fail to exhibit a clear stage of removing CO2 emissions from economic growth [94], and the 

economic effect of GDP per capita is the major force driving the increase in CO2 emissions [95]. The evidence 

of rising carbon emissions from economic growth is backed up by the lack of literature [90,91,96–98]. As 

Pakistan’s economy expands as a result of growth in the service, agriculture, and export industries, CO2 

emissions will inevitably rise. Reference [99] used this relationship to show that the link of rising income per 

capita and environmental degradation is inverse U-shaped, just as [5] predicted in his research on economic 

growth and income inequality. This study in hand is motivated to analyze the verification of the environmental 

Kuznets curve (EKC) theory in the face of agriculturally-induced economic expansion in a developing country 

like Pakistan. 

Many scholars, particularly environmental economist, have turned to the EKC as a resource for environmental 

policy aimed at a low-carbon economy. Many researchers used various variables, and different econometric 

approaches that produced diversified results in different countries and areas, according to previous empirical 

literature [62].  Several study results confirm the existence of the EKC in nations using methodological 

approaches with the addition of many independent variables like energy consumption [28,100–104], renewable 

energy consumption [101,105,106] foreign direct investment [35,107], trade openness [62,100,108,109], labour 

force [101] , urbanization [109], globalization index [110], financial development [111], environmental 

regulations [104], household consumption expenditure [102], electricity production [103], and electricity 

consumption [106]. The other school of thought failed to confirm the presence of EKC in the countries studied 

using a similar set of variables [63,112–114] such as indicators also including coal consumption  [115], total 

suspended particulate [116], labor force [80]. This discrepancy in results suggests that the EKC hypothesis 

varies per country, and that the presence of other major variables that influence economic growth can influence 

the conclusions as well as the methodology used [51,74,117–119]. The majority of these research found EKC to 

be present with CO2 per capita as a pollution indicator in both developing and developed countries. 

Researchers have also added economic sectors to the EKC model to verify the link between economic growth 

and environmental quality. The manufacturing sector [120–122], the tourist industry [77,123–125] , the financial 

sector [68,111,126–131].  Despite its economic importance and environmental consequences, agriculture has 

received little attention in this area, [22] for Pakistan, [132] for Azerbaijan, and [22] for China being the only 

notable studies to the authors' knowledge. With no previous research on Pakistan, specifically Punjab, this study 

is the first to include the agricultural sector as an independent variable in the EKC framework, allowing for a 

more in-depth examining the empirical link of economic growth and environmental degradation in Pakistan. 

Recent literatures have established the effect of agricultural operations on greenhouse gas emissions. Reference 

[133,134] discovered a link between fertilizer application and N2O emissions. CO2 emissions rise with 

agricultural activities [105,108,135] such as crop residue burning [136] and manure application increase [137]. 

There are few studies on Pakistan that include the agricultural sector's impact on CO2 emissions, and no such 
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study has yet been conducted in the context of the EKC hypothesis. Employing ARDL, Johansen Cointegration 

test, and Granger causality test, Reference [138] discovered a positive influence of cereal output, stock of 

livestock, agricultural technologies, biomass burned agricultural residues, and other crop productions on CO2 

emissions. This study looks into the topic of probable bias that might occur from focusing on certain agricultural 

activities rather than the entire agriculture sector's impact on emissions. As a result, this study varies from 

previous studies that focused on specific agricultural activities since it considers the entire agricultural sector's 

productivity.  

Despite research on agriculture's impact on emissions, scholars and economists have paid very little attention to 

literature on agriculture's role in CO2 emissions under the EKC frame, with only a few studies completed in 

recent years. Given the importance of agriculture in a country's economy and the effect of agricultural 

production on emissions, more research is needed, particularly in developing countries like Pakistan. Reference 

[26] examined the link among energy consumption, agriculture, GDP, GDPSQ, and CO2 emissions in Turkey 

from 1968 to 2016 using the ARDL technique. The data demonstrate that GDP and CO2 emissions have a strong 

positive long-run and short-run association, whereas agriculture has an adverse impact on CO2 emissions for 

both periods. Recent literature have validated the favorable effect of agriculture on CO2 emissions using factors 

like renewable energy [139], non-renewable energy consumption [140],  and energy use (see first panel of Table 

I) [22,141]. Some studies have found negative effects of agriculture on CO2 emissions, such as [142], who used 

data from 1970 to 2013 to analyze the link among CO2 emissions per capita, renewable energy consumption, 

and agricultural value-added in Thailand, Indonesia, the Philippines, and Malaysia.  

In the literature, only few researchers analyzed the relevance of the EKC hypothesis in regard to Pakistan’s total 

economy or its sub-sectors. The importance of agriculture to economic growth and development, the increasing 

link between agriculture and the environment, and agricultural energy use patterns have all made examining 

agriculture under the EKC hypothesis a top priority. However, to the best of the researchers' knowledge, no 

study has been conducted within the framework of the EKC that examined the impact of Pakistan’s agricultural 

industry on environmental pollution. This research paper in hand tries to fill this gap by incorporating the 

agricultural sector into the EKC framework for Pakistan’s scenario, based on recent research findings by [22, 50, 

132]. 

Table I: Comprehensive review of the empirical literature. 

Author 

/Year 

Country/Region 

{Period of Study} 

Methods Variables Results EKC 

Panel 1: Research conducted on the relationship among agriculture and CO2 emissions 

[143] China 

1961–2012 

 

ADF, PP, VECM, 

Johansen 

cointegration test, 

Granger causality test. 

 

CO2 emissions, 

biomass burned 

crop residues, 

agriculture value-

added, enteric 

emissions of 

methane, 

emissions of 

N2O from 

manure 

 CO2 emissions 

will rise as rice, 

biomass-burned 

crop residues, and 

cereal output 

expand, but CO2 

emissions will drop 

as farm machinery 

expands. There is a 

bidirectional causal 
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application, 

emissions of CO2 

eq of N2O from 

synthetic 

fertilizers, stock 

of livestock, 

agricultural 

machinery, area 

of rice harvested, 

cereal 

production. 

relationship 

between CO2 

emissions, biomass 

burned crop 

residues, and cereal 

output. 

 

[144] China 

1990-2016 

ARDL, CCR, and 

Fully modified 

ordinary least square 

(FMOLS) 

CO2, Crop 

production, 

agricultural 

power 

consumption, 

livestock 

production and 

forest area. 

Crop and livestock 

production increase 

CO2 emissions 

whereas forest area 

and agricultural 

power 

consumption 

reduces emissions. 

 

[105], [145], 

[146] 

Morocco  

1980–2013  

 

ARDL, Granger 

causality test 

 

CO2 emissions, 

GDP, 

agricultural 

value-added, 

arable land use, 

renewable energy 

consumption.  

 

 

Renewable energy 

consumption will 

rise as GDP, 

agricultural value-

added, and land 

use increase. 

Furthermore, 

agricultural value-

added and 

renewable energy 

usage have a 

bidirectional causal 

relationship.  

Furthermore, there 

is a one-way 

relationship 

between 

agricultural value-

added and 

renewable energy 

consumption. 

 

[105], [145], 

[146] 

Tunisia  

1980–2011  

 

Johansen 

cointegration test, 

VECM, Granger 

causality test  

 

CO2 emissions, 

GDP, renewable 

and non-

renewable energy 

consumption, 

trade openness, 

agricultural 

value-added  

 

EKC isn't 

recommended. 

CO2 emissions are 

favorably 

influenced by 

energy 

consumption, 

trade, agriculture 

value-added, and 

trade. In addition, 

all variables show 

long-run bi-

directional 

causality. 

YES 

[147] Brazil  

1980–2011  

 

ARDL, Granger 

causality test  

 

CO2 dioxide 

emissions, per 

capita 

combustible 

renewables and 

waste 

Renewable energy, 

waste reduction, 

and agricultural 

value-added all 

boost GDP while 

lowering CO2 

YES 
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consumption, 

agricultural 

value-added, 

GDP  

 

emissions. From 

agriculture to CO2 

emissions and 

GDP, there is a 

chain of causality. 

 

[105], [145], 

[146] 

Algeria, Egypt, 

Morocco, Sudan, 

Tunisia  

1980–2011  

 

LLC, IPS, Fisher-

ADF, Fisher-PP, 

Pedroni cointegration 

test, VECM Granger 

causality test  

 

CO2 emissions, 

per capita GDP, 

agricultural 

value-added, 

renewable energy 

consumption  

 

In the long run, 

agriculture reduces 

CO2. Renewable 

energy, on the 

other hand, 

increases emissions 

in the long run. 

Agriculture is a 

result of renewable 

energy, according 

to Granger. CO2 

and agriculture 

have a 

bidirectional causal 

relationship. 

YES 

[148] Pakistan 

1981-2015 

VECM, FMOLS, and 

CCR, Toda-

Yamamoto causality 

tes  

 

Greenhouse gas 

emission, 

agriculture value-

added, electricity 

production from 

coal sources, 

electricity 

production from 

hydroelectric 

sources, 

renewable energy 

supply, forest 

area, vegetable 

area  

 

Renewables, 

agricultural value-

added, vegetables, 

and forests all help 

to minimize GHG 

emissions.  

Between GHG, 

forest area, and 

agriculture value-

added, there is 

Granger causation. 

 

[149] Thailand, 

Malaysia, 

Philippines and 

Indonesia 

Panel Cointegration, 

FMOLS, DOLS, OLS 

and Granger Causality 

CO2, GDP, 

agriculture, non-

renewable and 

renewable 

energy. 

Non-renewable 

energy 

consumption has 

increases CO2 but 

renewable energy 

and agriculture 

affect CO2 

negatively.  

NO 

[150] China  

2001–2015  

  

 

IPS, Fisher-ADF, 

Fisher-PP, Shapiro-

Wilk test, Shapiro-

Francia test, quantile-

quantile regres- sion  

 

CO2 emissions in 

the agriculture 

industry, level of 

industrialization, 

level of 

urbanization, 

energy 

efficiency, 

financial 

capacity, per 

capita GDP, 

population  

 

In the upper 90th 

quantile and 75th–

90th quantile 

provinces, 

economic 

expansion has a 

stronger impact on 

CO2 emissions. 

Furthermore, 

urbanization has 

the greatest 

influence in 

provinces in the 

higher 90th 

quantile. 
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[139] 

 

 

 

 

 

[140], [149] 

G20 countries 

1990-2014 

 

 

 

 

 

Indonesia, 

Malaysia, the 

Philippines, and 

Thailand  

 

1970-2013 

Johansen 

cointegration test, 

VECM granger 

causality test 

 

 

 

LLC, Breitung, IPS, 

Fisher-ADF, Fisher-

PP, Pedroni and, Kao 

co-integration tests, 

OLS, FMOLS, DOLS, 

VECM Granger 

causality test  

 

CO2, GDP, 

renewable energy 

consumption and 

agriculture value 

added. 

 

 

 

CO2 emissions, 

renewable and 

non-renewable 

energy 

consumption, 

GDP, agricul- 

ture  

 

Agriculture affects 

CO2 positively 

while renewable 

energy 

consumption 

reduces CO2 

emissions. 

 

The existence of 

EKC is 

unconfirmed. 

Increasing 

renewable energy 

consumption and 

agriculture lowers 

CO2 emissions, but 

increasing non-

renewable energy 

consumption raises 

CO2 emissions. 

 

YES 

[151] 

 

 

 

 

[152] 

Portugal, France 

and Spain 

1992-2014 

 

 

 

Iran 

1967–2015  

 

 

ARDL 

 

 

 

 

 

KPSS, Johansen 

cointegration test, 

VECM Granger 

causality test  

 

 

CO2, agriculture 

value-added 

 

 

 

 

Agricultural 

energy 

consumption, 

agricultural real 

value added, 

agricultural real 

export value  

 

 

In the long run, the 

EKC theory exists 

for Spain and 

France, and in the 

short run, it exists 

for all of the 

countries studied. 

Agriculture grows 

faster when energy 

usage rises. 

Granger's energy 

use also promotes 

agricultural 

expansion.  

 

YES 

[153] 

 

 

[154] 

 

 

 

 

 

 

 

 

 

 

 

[155] 

 

 

 

 

[153] 

 

 

 

China 

1996-2015 

 

 

Latin America 

and the Caribbean 

countries  

1990-2015 

 

 

 

 

 

 

 

 

Sichuan province-

C- hina  

1997–2008  

 

 

 

China 

1996-2015 

ARDL, Granger 

Causality 

 

 

Tapio’s (2005) 

decoupling elasticities  

 

 

 

 

 

 

 

 

 

 

 

OLS, LMDI  

 

 

 

 

ARDL, VECM 

Granger causality test, 

Agricultural CO2 

emission and 

energy use 

 

CO2 from 

cultivated 

organic soils, 

non- CO2 
emissions, CH4 

emissions, N2O 

emissions, CO2 

emissions 

associated with 

liming, CH4 

emissions, CH4 

and N2O 

emissions from 

manure 

management 

systems  

 

 

Per capita CO2 
emissions, per 

CO2 emissions are 

reduced by 

agricultural energy 

usage. 

Five countries use 

land-use carbon 

sequestration to 

offset agricultural 

emissions. 

Furthermore, top 

decoupling 

countries are not 

the same as 

countries with high 

factor productivity. 

 

 

 

 

 

CO2 emissions are 

highly connected 

with agricultural 

economic growth. 

YES 
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[151] 

 

 

 

 

 

 

[156] 

 

 

 

 

 

 

 

 

France, Portugal 

and Spain  

1992–2014  

 

 

 

 

Pakistan 

1990–2014  

 

 

impulse response 

function, variance 

decomposition  

 

 

 

 

 

 

 

 ARDL, ECM  

 

 

 

 

 

ARDL, FMOLS, 

DOLS, VECM 

Granger causality test, 

variance decomposi- 

tion  

 

capita net income 

of peasants  

 

 

Agricultural 

carbon 

emissions, 

agricultural 

energy 

consumption, 

agricultural 

economic growth  

 

 

 

 

 

CO2 emissions, 

agriculture added 

value, net value-

added index per 

capita  

 

 

CO2 emissions, 

renewable energy 

consumption, 

agricultural 

production, 

covered forest 

area 

 

 

EKC has been 

verified for 

agricultural carbon 

emissions. 

Furthermore, the 

findings suggest 

that energy use 

drives both 

economic growth 

and carbon 

emissions in 

Granger.  

 

 

 

Furthermore, the 

findings show that 

economic growth 

and carbon 

emissions have a 

bidirectional 

relationship. 

 

 

In the short term, 

EKC was affirmed 

for all countries, 

but only in the long 

term for France 

and Spain. 

4. Data and econometric methodology 

4.1. Data sources  

This study aims to analyze Pakistan-specific data from 1971 to 2014. CO2 emissions (metric tons per capita) 

were obtained from the World Bank's World Development Indicators (WDI) dataset as well as the remaining 

variables: GDP per capita (constant 2010 US$ per capita), energy consumption (kg of oil equivalent per 

capita), and Agriculture, forestry, and fishery, value added (constant 2010 US$). Because the data for energy 

consumption (kg of oil equivalent per capita) for Pakistan in the WDI database only goes up to 2014, the period 

1971-2014 was chosen. As demonstrated by the graphs of all the series in Figure 3, the data was converted to 

natural logarithm form and included in the model. Various variations in the series can be seen in Figure 3, 

suggests the existence of structural breaks, which this study appropriately accounts for. 
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Figure 3: Graphical representation of the time paths of series in the model. 

4.2. Econometric Model 

In EKC hypothesis model, emissions per capita, emission intensity (emissions per GDP), level of pollution, and 

total emissions have all been employed as indicators for pollution, but per capita emissions more accurately 

characterize CO2 emissions dynamics than the other indicators [114]. The basic EKC model highlights that 

environmental contamination indicators are dependent on GDP and GDPSQ, as most studies show [101]. The 

existence of the EKC hypothesis is assessed using CO2 emissions (metric tons per capita), GDP per capita 

(constant 2010 US$ per capita), energy consumption (kg of oil equivalent per capita), and Agriculture, forestry, 

and fishing, value added [22,50,132]. Below is a description of the empirical relationship. 
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𝐶𝑂2𝑡
= ( 𝐺𝐷𝑃𝑡  , GDPSQ𝑡  , 𝐸𝑁𝐸𝑅𝐺𝑡  , 𝐴𝐺𝑅𝐼𝐶𝑡)                                                                               (1) 

 

where 𝐶𝑂2𝑡
 represents CO2 emissions (metric tons per capita), 𝐺𝐷𝑃𝑡  shows the real gross domestic product per 

capita (constant 2010 US$), GDPSQ𝑡  demonstrates the square of 𝐺𝐷𝑃𝑡 , 𝐸𝑁𝐸𝑅𝐺𝑡 presents energy consumption 

(kg of oil equivalent per capita), and 𝐴𝐺𝑅𝐼𝐶𝑡 represents Agriculture, forestry, and fishing, value added (constant 

2010 US$).  

The following is the explanation of the econometric model: 

𝐶𝑂2𝑡
= γ0 + γ1𝐺𝐷𝑃𝑡 + γ2GDPSQ𝑡 + γ3𝐸𝑁𝐸𝑅𝐺𝑡 + γ4𝐴𝐺𝑅𝐼𝐶𝑡 + 𝜀𝑡                                       (2) 

 

For analysis, the linear model is changed into a natural log-linear model form, as most research, such as  [157], 

show that this form produces more consistent and efficient findings. This is how the log-linear model is defined: 

𝑙𝑛𝐶𝑂2𝑡
= γ0 + γ1𝑙𝑛𝐺𝐷𝑃𝑡 + γ2𝑙𝑛GDPSQ𝑡 + γ3𝑙𝑛𝐸𝑁𝐸𝑅𝐺𝑡 + γ4𝑙𝑛𝐴𝐺𝑅𝐼𝐶𝑡 + 𝜀𝑡                  (3) 

According to th theoretical approach for EKC hypothesis validity, the word 𝜀𝑡  represents the disturbance term of 

the regression, and the subscript 't' means the period. γ1and γ2 are expected to have positive and negative signs 

respectively. Because carbon emissions are positively correlated to energy consumption, the coefficient of  

𝑙𝑛𝐸𝑁𝐸𝑅𝐺𝑡 is estimated to be positive (γ3 > 0). The coefficient of 𝑙𝑛𝐴𝐺𝑅𝐼𝐶𝑡 can have a positive or negative 

sign (γ4 < 0 𝑜𝑟 > 0)  as clear in literature that countries with sustainable agricultural practices and clean 

production technologies can decouple environmental degradation from agricultural productivity. 

4.3. Testing for unit roots and structural break 

Estimating the stationarity of a variable in time series data is critical for producing reliable conclusions since 

non-stationary variables produce inaccurate and false results. The Augmented Dickey-Fuller (ADF) by [158], 

Phillips Perron (PP) by [40], and Kwiatkowski–Phillips–Schmidt–Shin (KPSS) by [159] tests were used to 

analyze the stationarity of the factors to avoid a false regression arising from non-stationary series [160]. These 

traditional unit root tests do not account for the issue of structural discontinuities in time series variables. 

Because the research study spans 35 years, the presence of structural breakdowns during that time cannot be 

ignored because it can lead to inaccurate results [50]. As a result, standard test results may be wrong [40].  

In this work, the unit root test by [41], which analyzes one structural break, was utilized to address the structural 

break issue. The ZA unit root test was used to assess the date of structural break in the dependent variable, 

which was included in the model to address structural changes that could alter the estimation results. 
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4.4. ARDL Bound test of cointegration 

With 35 total observations (1971–2014), the autoregressive distributed lag (ARDL) approach described by [161] 

was used. Unlike the standard models of  Granger (1981) and Engle and Granger (1987), the ARDL model of 

cointegration is applicable to variables with varying integration orders [161], [162]. The estimation methods for 

short-run and long-run variables are consistent in this model. [162]. When only one cointegrating vector exists, 

Johansen and Juselius' (1990) cointegration approach is ineffective. Whether the underlying variables are I(0), 

I(1) or a mixture of both, the ARDL technique to cointegration or limits testing for a long-run relationship 

becomes essential. The sequence should not be integrated higher than the first order in this model [163].  As a 

result, the ARDL is the best cointegration strategy for this study in terms of producing realistic and efficient 

estimates. 

In contrast to Johansen and Juselius's (1990) cointegration approach, the ARDL method of cointegration detects 

the cointegrating vector (s). To put it another way, each of the underlying variables can be thought of as a 

separate long-run relationship equation. The reparametrized result shows the short-run dynamics (conventional 

ARDL) as well as the long-run relationship of a single model's variables [162]. In the distributed lag model, the 

unrestricted lag of the regressors is included in the regression function. Given an endogenous variable, the 

ARDL approach to cointegration determines whether the model's variables are cointegrated or not, however it 

cannot be used when there are several cointegrating vectors [162], [164]. 

Because of these advantages, the ARDL model was chosen above other cointegration approaches. Estimating 

the long-term link between CO2, GDP, GDPSQ, ENERG, and AGRIC requires two steps. The first step is to 

determine whether all of the series in the equation have a long-term link. After a long-term link has been 

established, the ARDL model is used to calculate long- and short-term coefficients. To estimate the 

cointegration relationship, the authors recreated Eq (1) using [161] limits test. 

∆𝐼𝑛𝐶𝑂2𝑡 = 𝜗0 + 𝜗1𝐷𝑈𝑡 + ∑𝛿1𝑖

𝑘

𝑖=1

∆𝑙𝑛𝐶𝑂2𝑡−𝑖 + ∑ 𝛿2𝑖

𝑘

𝑖=0

∆𝑙𝑛𝐺𝐷𝑃𝑡−𝑖 + ∑𝛿3𝑖

𝑘

𝑖=0

∆𝑙𝑛GDPSQ𝑡−𝑖

+ ∑𝛿4𝑖

𝑘

𝑖=0

∆𝑙𝑛𝐸𝑁𝐸𝑅𝐺𝑡−𝑖  + ∑𝛿5𝑖

𝑘

𝑖=0

∆𝑙𝑛𝐴𝐺𝑅𝐼𝐶𝑡−𝑖 + ω1𝑙𝑛𝐶𝑂2𝑡−1 + ω2𝑙𝑛𝐺𝐷𝑃𝑡−𝑖

+ 𝜔3𝑙𝑛GDPSQ𝑡−𝑖 + ω4𝑙𝑛𝐸𝑁𝐸𝑅𝐺𝑡−𝑖 + ω5𝑙𝑛𝐴𝐺𝑅𝐼𝐶𝑡−𝑖 + 𝑢𝑡                                (4) 

Where ∆ , k and t demonstrates the first difference operator, optimal lag length and time respectively; ϑ0 shows 

the constant term and ϑ1 represents the structural break date (dummy variable). The dummy for the structural 

break is obtained from the break year from the ZA unit root test indicating a specified break point. ω 

demonstrates the coefficients of the long-run estimates; δ  expresses the short-run coefficients; and the error 

term is represented by 𝑢𝑡. The null hypothesis of no-cointegration, H0: 𝛿1 = 𝛿2 = 𝛿3 = 𝛿4 = 𝛿5 was examined 

against the alternative hypothesis of cointegration, H1: 𝛿1 ≠ 𝛿2 ≠ 𝛿3 ≠ 𝛿4 ≠ 𝛿5. The null hypothesis was tested 

using the ARDL bound test. The Schwarz information criterion (SIC) was used to calculate the appropriate lag 

length (k). The F-statistic is used to test the null hypothesis's validity. The F statistic calculated from the model 
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is compared using two critical values taken from [161] and [165], I(0) for the lower limit and I(1) for the higher 

limit. If the F-statistic generated from the model falls below the critical values of the lower bounds, the null 

hypothesis is not rejected. This shows that the variables are not cointegrated. If the F-statistic value falls 

between the critical values of the lower and upper boundaries, the test result is inconclusive. The null hypothesis 

of no cointegration is rejected if the F-statistic computed from the model exceeds the upper boundaries critical 

values of the tabulated F-statistics by [161] and [165]. As a result, the option of the variables in the model 

having a long-run relationship is accepted. After cointegration between the series has been established, the 

unrestricted error correction model is given to determine the model's convergence from the short to the long run, 

as well as the speed of adjustment. The short-run form of the error correction model can be tested using the 

specification indicated in equation (5) below once the long-run coefficients have been calculated. 

∆𝐼𝑛𝐶𝑂2𝑡 = 𝜗0 + 𝜗1𝐷𝑈𝑡 + ∑𝛿1𝑖

𝑘

𝑖=1

∆𝑙𝑛𝐶𝑂2𝑡−𝑖 + ∑ 𝛿2𝑖

𝑘

𝑖=0

∆𝑙𝑛𝐺𝐷𝑃𝑡−𝑖 + ∑𝛿3𝑖

𝑘

𝑖=0

∆𝑙𝑛GDPSQ𝑡−𝑖

+ ∑𝛿4𝑖

𝑘

𝑖=0

∆𝑙𝑛𝐸𝑁𝐸𝑅𝐺𝑡−𝑖 + ∑ 𝛿5𝑖

𝑘

𝑖=0

∆𝑙𝑛𝐴𝐺𝑅𝐼𝐶𝑡−𝑖 + Ø𝐸𝐶𝑇𝑡−𝑖 + 𝑢𝑡                     (5) 

 

In this model, Ø  demonstrates the coefficient of the error correction term (ECT) representing the speed of 

adjustment and 𝐸𝐶𝑇𝑡−𝑖  explains the error correction term. The coefficient of  𝐸𝐶𝑇𝑡−𝑖 ( Ø ) must produce 

statistically significant negative coefficient and in a stable model without fluctuations, the value should not be 

greater than 1 [166]. 

4.5. Diagnostic and Robustness tests 

To assess the robustness of the estimates, the Breusch-Godfrey LM test (autocorrelation), Breusch-Pagan test 

(heteroscedasticity), ARCH test, Ramsey RESET test (misspecification of the functional form), and Jarque–Bera 

test (normality) were used. To determine any structural changes in the models, the cumulative sum of squares 

(CUSUMSQ) and the cumulative sum (CUSUM) were used to test their stability. If the CUSUM and 

CUSUMSQ values are inside the critical boundaries at a 5% level of significance, the model is stable.  

4.6. Causality test 

After cointegration was demonstrated, a causality test was used to determine the directions of the relationships 

between the variables. The Granger and Toda-Yamamoto causality tests, developed by [167] and [43], are 

widely used in the literature. The Granger causality test requires that the series in the model be stationary, and 

for variables that are not stationary, the first difference is employed. If the series have cointegration, one or more 

direction causal relationships should exist between them. However, the Toda and Yamamoto (1995) causality 

test, which is based on the vector autoregressive (VAR) model, employs series values at their level rather than 

the stationarity constraint that the Granger causality test requires. The series' maximum degree of integration(d) 

is estimated and added to the optimal lag length (k+dmax) once the optimal lag(k) is determined. Finally, the 
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modified Wald test (MWald) is used to evaluate whether there are any causal links between the series [43]. The 

Toda-Yamamoto causality test was estimated using the variables in the model, as indicated in Equation (6). 

[
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                  (6) 

5. Result and Discussions 

5.1 Descriptive Analysis and Pearson Correlation 

Table II:  Descriptive summary. 

Variables 
LNAGRIC LN CO2 LNENERGY LNGDP LNGDPSQ 

Mean 
 23.85202 -0.575119  5.968985  6.581644  13.16329 

Median 
 23.87868 -0.497145  6.030447  6.664061  13.32812 

Maximum 
 24.54891 -0.137435  6.215472  6.960573  13.92115 

Minimum 
 23.11464 -1.176418  5.652401  6.110083  12.22017 

Std. Dev. 
 0.465696  0.313605  0.180364  0.262827  0.525655 

Skewness 
-0.094711 -0.528918 -0.431997 -0.377529 -0.377529 

Kurtosis 
 1.611215  1.969695  1.699916  1.915063  1.915063 

Jarque-Bera 
 3.601776  3.997668  4.467292  3.203200  3.203200 

Pearson correlations of the variables 

LNAGRIC 
1     

LNCO2 
0.967*** 1    

LNENERG 
0.975*** 0.987 1   

LNGDP 
0.984*** 0.985*** 0.983*** 1  

LNGDPSQ 
0.984*** 0.985*** 0.983*** 01.000*** 1 

Table II shows the descriptive analysis and Pearson correlations for all of the variables utilized in the study. 

Because all of the variables were not normally distributed, the actual values were transformed into natural 

logarithm form and used in the descriptive analysis. The Pearson correlation matrix shows that GDP and 

GDPSQ have substantial positive associations with CO2, whereas ENERG and CO2 have positive relationship. 

There is a positive association between all of the variables. The descriptive and Pearson correlation analyses 

provide only a limited amount of information on the exact relationships between the variables, necessitating 



International Journal of Sciences: Basic and Applied Research (IJSBAR) (2022) Volume 62, No  2, pp 196-234 

213 
 

additional econometric analysis to quantify the link. 

5.2 Unit root test 

The empirical analysis begins with the unit root test. The series in the model must not be second-order stationary 

(I(2)) when using the ARDL approach. The stationarity of the variables used in this study and the results 

provided in Table III were tested using the ADF, PP, and KPSS tests, which are routinely used to test 

stationarity of macroeconomic series.  

Except for CO2 and AGRIC, all of the variables have a unit root or are non-stationary in their level. As a result, 

we performed a first-order differencing analysis, and the unit root test statistics revealed that the null hypothesis 

of non-stationary could be rejected for all of the series at the 5% and 1% levels of significance. As a result, all 

series are stationary or I (1) variables at the first difference. 

Because the ADF test is characterized by low power and size distortions in such instances, the presence of 

structural breaks in series influences the stationarity results [40]. The Zivot and Andrews (1992) test was 

employed to handle this econometric problem since it accounts for the occurrence of one endogenous structural 

break in only intercept, only trend, or both intercept and trend. In the presence of structural breakdowns, the ZA 

test results show that all of the series in the model are stationary at their first differences (I(1)), as shown in 

Table IV. In addition, the dates for the series' breaks are decided. In the intercept and trend model, the break 

date for CO2 is given as 2004. This date marks the start of an era in which Pakistan's economic growth was 

stable and a development momentum was induced [168]. After the break date, the ARDL was used to 

investigate the agriculture-induced EKC hypothesis for Pakistan, and the order of integration of the variables 

was set to 1. 

Table III:  Augmented Dickey and Fuller (ADF) and Phillips, Perron (PP) unit root tests and KPSS unit root. 

 

Variables Augmented Dickey-Fuller 

(ADF) 

 

Phillips Perron (PP) 

 

Kwiatkowski–Phillips–Schmidt–

Shin (KPSS) 

LEVEL FIRST 

DIFFERECE 

LEVEL FIRST 

DIFFERENCE 

LEVEL FIRST 

DIFFERENCE 

LNCO2 -1.808[0] -8.947***[0] -2.173[3] -9.035***[1] 0.181**[5] 0.120*[0] 

LNGDP -0.995[0] -5.969***[0] -1.303[3] -5.982***[2] 0.173*[5] 0.075[3] 

LNGDPSQ
 

-1.581[1] -5.749***[0] -1.452[3] -5.754***[1] 0.164**[5] 0.072[3] 

LNENERG 0.349[0] -5.768***[0] 0.243[1] -5.769**[1] 0.195**[5] 0.135*[0] 

LNAGRIC -2.262[0] -8.541***[0] -2.262[0] -8.982***[0] 0.142*[5] 0.150**[16] 

 



International Journal of Sciences: Basic and Applied Research (IJSBAR) (2022) Volume 62, No  2, pp 196-234 

214 
 

Table IV:  Results of Zivot and Andrews (ZA) structural break unit root test. 

 

5.3 ARDL Bounds Test of Cointegration 

The long-run connection between CO2 emissions and the covariates employed in each of the models is 

examined using the Bounds test approach after the variables are tested to be stationary at their first differences. 

The maximum lag length of 2 was determined using the VAR model, as indicated in Table V. The year 2004, 

which marked the start of stable economic growth, was included as a dummy variable in the ARDL model when 

the dependent variable's break date was considered in the ZA unit root test.  

Table VI shows the results of the ARDL bound test of cointegration. The derived f-test statistic's result 

(10.29299) for the model is greater than the upper bound's 10%, 5%, and 1% Pesaran critical values, as well as 

the upper bound's 10% and 5% Narayan critical values. This study shows that there is a significant long-run link 

between 𝑙𝑛𝐶𝑂2t. , 𝑙𝑛𝐺𝐷𝑃𝑡, 𝑙𝑛GDPSQ𝑡, 𝑙𝑛𝐸𝑁𝐸𝑡 , and 𝑙𝑛𝐴𝐺𝑅𝐼𝐶𝑡  and the null hypothesis of no cointegration is 

rejected at the 5% significance level for both the Pesaran (2001) and Narayan (2005) upper critical bounds. The 

Breusch–Pagan–Godfrey test for heteroscedasticity, the Breusch–Godfrey LM test for serial correlation, the 

Jarque–Bera test for normalcy, and the Ramsey Reset test for misspecification of functional form were all 

passed by the model. 

Table V:  Lag length selection criteria for cointegration. 

Lag LogL LR FPE AIC SC HQ 

0 87.01327 NA 0.001022 -4.050664 -3.797332 -3.959067 

1 90.98618 6.555289* 0.000882* -4.199309* -3.903755* -4.092446* 

2 91.16972 0.293660 0.000920 -4.158486 -3.820710 -4.036357 

3 92.11091 1.458850 0.000925 -4.155545 -3.775548 -4.018150 

4 92.18128 0.105563 0.000972 -4.109064 -3.686844 -3.956403 

Variables Zivot and Andrews (ZA) statistics at level Zivot and Andrews (ZA) at statistics first 

difference 

Intercept Trend Intercept and 

Trend 

Intercept Trend Intercept and 

Trend 

LNCO2 -4.251[0] -5.842[0] -5.485[0] -4.316[4] -4.182[4] -4.741**[4] 

Break year 1980 1989 1990 2004 2007 2004 

LNGDP  -3.651***[2] -4.074**[2] -4.144***[2] -6.677**[0] -5.976*[0] -6.609**[0] 

Break year 1980 1989 1993 1993 1999 2003 

LNGDPSQ 
 

-3.617**[2] -3.995**[2] -4.222***[2] -6.677**[0] -5.976*[0] -6.609**[0] 

Break year 1980 1989 1997 1993 1999 2003 

LNENERG -1.314**[0] -2.403**[0] -2.311[0] -6.260*[0] -6.209*[0] -6.292**[0] 

Break year 1987 1997 1992 2007 1988 2003 

LNAGRIC -3.503[0] -4.316***[0] -4.940***[0] -9.262**[0] -9.164[0] -9.257*[0] 

Break year 1989 2001 1996 1985 1987 1997 
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Table VI:  ARDL Bounds test for Cointegration results. 

 

5.4 Long-Run and Short-Run Regression Results 

To evaluate the effect of the variables on CO2 emissions, long-run and short-run regression analyses are 

undertaken after the cointegration connection between the variables is established. The SIC criterion was used to 

estimate the lag duration, and Figure 4 illustrates the model selection criteria graph, which indicates a lag 

structure that minimizes the SIC criterion as follows: (1,2,2,1,1,2). The results are shown in Table VII, with the 

long-run model estimates in the upper panel and the short-run model estimates in the lower panel, followed by 

the models' diagnostic tests. At a 5% level, the results reveal that GDP(GDPSQ) and energy consumption have 

a positive(negative) and statistically significant effect on CO2 emissions. The coefficient for GDP is 8.692301, 

indicating that a 1% increase in 𝒍𝒏𝑮𝑫𝑷𝒕 will result in a 8.692301 percent increase in 𝒍𝒏𝑪𝑶𝟐𝐭. The coefficient 

for 𝒍𝒏𝐆𝐃𝐏𝐒𝐐𝒕  is -0.623457, indicating a 0.623457 percent decrease in 𝒍𝒏𝐂𝐎𝟐  when 𝒍𝒏𝐆𝐃𝐏𝐒𝐐𝐔𝐀𝐑𝐄𝐃𝒕 

increases by 1% holding other factors constant. In Pakistan, this finding strongly supports the agriculture-

induced EKC hypothesis. As a result, in Pakistan, CO2 and economic growth have an inverse u-shaped 

relationship. These findings of a valid EKC theory is in line with the agriculture-induced EKC investigations of 

[22,50,132]  as well as general EKC studies by [101–104,106–112,143,157,169–173]. The enormous increase in 

Pakistan's energy consumption, which is known to fuel economic growth through many sectors, explains the 

significant increase in emissions over time. Most consumers of renewable energy, particularly in the commonly 

utilized hydroelectric power generation, suffer numerous issues as a result of variations, hence Pakistan's energy 

industry is dominated by fossil fuel usage. The country's economic activities are mostly based on fossil fuels, 

particularly the usage of oil and coal, both of which contribute significantly to the country's emissions. As more 

attention is paid to health and the environment, increased economic growth, indicated by a square in GDP, 

provides the chance to invest in environmentally beneficial companies that use clean energy in production. 

Pakistan, as a developing country, prioritizes economic expansion and industrialization over environmental 

protection. At the high-income level indicated by GDPSQ, the government can impose strict environmental 

rules, raise environmental consciousness, and make significant advancements in the energy system to reduce 

CO2 emissions and pollution. The negative impact of GDPSQ on emissions is explained by this institutional 

quality. A negative association between agriculture value-added and CO2 emissions at the 10% level of 

significance is a noteworthy empirical conclusion in this study. A 1% increase in agriculture value-added results 

in a 0.00922 percent decrease in CO2 emissions in the long run. The lack of attention paid to sustainable 

Cointegration F-value Significance Pesaran critical values Narayan critical values 

  1(0) Bound 1(1) Bound 1(0) Bound 1(1) Bound 

Yes 10.29299*** 10% 2.26 3.35 2.752 3.994 

  5% 2.62 3.79 3.354 4.774 

 
 1% 3.41 4.68 4.768 6.670 
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agricultural practices in Pakistan explains the negative impact of agriculture value-added on CO2 emissions. 

Most farmers are highly motivated to generate large yields in order to increase their incomes, with little regard 

for the environmental consequences of their farming practices and inadequate management. The findings of  

[174,50] Confirms the results. The findings of [22, 132, 105, 26 ,142] demonstrates the nature of agricultural 

output in Pakistan. Unlike most affluent and north African countries,  agricultural production in Pakistan is 

dominated by rudimentary methods, with farmers relying on farming practices and management aimed at 

increasing yields with little or no regard for environmental impact.  

Table VII: ARDL cointegrating and long run form. 

Panel 1: Long Run Coefficients   

Variable Coefficient Std. Error t-Statistic Prob. 

lnGDP 8.692301** 3.569788 2.434963 0.0205 

lnGDPSQ -0.623457** 0.282253 -2.208854 0.0342 

lnENERG 0.983535*** 0.261478 3.761441 0.0007 

lnAGRIC -0.009224 0.121383 -0.075994 0.9399 

Dum2004 0.071434* 0.041586 1.717754 0.0952 

C -36.411577*** 12.635963 -2.881583 0.0069 

Panel 2: Short Run Coefficients 

D(lnGDP) 18.405838*** 6.080188 3.027182 0.0048 

D(lnGDPSQ) -1.381583*** 0.472164 -2.926065 0.0062 

D(lnENERG) 1.305926*** 0.306580 4.259664 0.0002 

D(lnAGRIC) -0.006325 0.083123 -0.076095 0.9398 

D(Dum2004) 0.048983* 0.029127 1.681699 0.1021 

CointEq(-1) -0.685710*** 0.106484 -6.439577 0.0000 

R-squared 0.810008    

Adjusted R-squared 0.758192    

S.E. of regression 0.026598    

F-statistic 15.63239    

Prob(F-statistic) 0.000000    

Durbin-Watson statistic 1.529082    

*, ** and *** indicate 10%, 5% and 1% levels of significance respectively 
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Figure 4: ARDL model selection criteria graph. 

5.5 Diagnostics tests 

Table VIII displays the diagnostic tests of the estimations used to demonstrate the results' robustness. Breusch-

Godfrey LM, Breusch-Pagan-Godfrey, Ramsey RESET, and Jarque–Bera tests were all passed by the models. 

The findings indicate that the model is correctly defined, with no serial correlation, heteroscedasticity, and 

normally distributed residuals. The cumulative sum plots (CUSUM and CUSUMSQ) were used to ensure that 

the estimated model was stable over time and that no structural fractures were visible. CUSUM and CUSUMQ 

plots are shown in Figures 5 and 6, respectively, to test the model's stability. Both plots are within the critical 

bound of the 5% significance level, showing that the model is stable. 

Table VIII: ARDL diagnostic tests results. 

Test χ2 

 

Probability Result 

Jarque-Bera (Normality) 0.999 0.607 Residual is normally distributed 

Breusch-Pagan-Godfrey (Heteroscedasticity) 0.958 0.490 No heteroscedasticity 

Breusch-Godfrey (Serial correlation LM test) 1.804 0.181 No serial correlation 

Ramsey Reset test (Functional form) 0.9323 0.358 Model is correctly specified 

CUSUM (Stability)   Stable 

CUSUM
2
 (Stability)   Stable 
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Figure 5: A plot of Cumulative Sum of Recursive Residuals (CUSUM) for the model. 

 

Figure 6: A plot of Cumulative Sum of Squares of Recursive Residuals (CUSUMSQ). 

5.7 Granger Causality test 

After the ARDL result showed the existence of a long-run relationship but offered no information on the 

direction of the long-term relationship among the variables, the Toda-Yamamoto (1995) causality test was used 

to investigate the direction of the link. Table IX shows that a long-run unidirectional causation exists between 
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GDP, GDPSQ and long-run CO2 emissions, as determined by the Toda-Yamamoto (1995) causality test. The 

long-run unidirectional causal relationship between AGRIC, GDPSQ and GDP demonstrates the importance of 

the agricultural sector to Pakistan’s economic growth and vice versa. The notion of Pakistan's energy-dependent 

economic growth is supported by the bidrectional long-run causal link between energy consumption and GDP.  

Table IX: Toda and Yamamoto Granger causality analysis. 

Dependent 

Variable 

lnCO2 lnGDP lnGDPSQ lnENERG lnAGRIC 

lnCO2 - 7.9753** 

(0.018) 

7.5581** 

( 0.0228) 

0.1322 

(0.9360) 

 1.0603 

(0.5885) 

lnGDP 0.0898 

(0.9561) 

-  12.1778*** 

( 0.0023) 

 6.0788** 

( 0.0479) 

 7.7092** 

( 0.0212) 

lnGDPSQ  0.0586 

( 0.9711) 

12.1046*** 

( 0.0024) 

-  5.8139** 

( 0.0546) 

8.0827*** 

( 0.0176) 

lnENERG  0.7796 

( 0.6772) 

 6.6032** 

( 0.0368) 

 6.5880** 

( 0.0371) 

-  0.5913 

(0.7440) 

lnAGRIC 0.4180 

(0.8114) 

 0.3328 

( 0.8467) 

 0.3535 

( 0.8380) 

 1.2319 

( 0.5401) 

- 

 

6. Conclusions 

The viability of the agriculture-induced EKC hypothesis in Pakistan was investigated using evidence from an 

ARDL approach with a structural break. 𝐶𝑂2 per capita emissions were the dependent variable, while GDP per 

capita, GDP per capita squared, energy consumption, and agriculture value-added were the independent factors. 

The study in hand employed time series data ranging from 1971 to 2014. Estimation methods included 

descriptive analysis, conventional and ZA unit root tests, autoregressive distributed lag model (ARDL) limits 

test of cointegration, and causality tests. With a positive link discovered between GDP, GDP SQUARE, and 

𝐶𝑂2  emissions, the error correction model verified the presence of the agriculture-induced EKC hypothesis in 

Pakistan. The assumption of Pakistan's energy-dependent economic growth is further confirmed by the 

birectional long-run causal relationship between energy consumption and GDP, according to this study. The 

results of the Toda-yamamoto causality test demonstrate a unidirectional causality from GDP and GDP 

SQUARE to 𝐶𝑂2  emissions, but a unidirectional long-term causality from GDPSQ and agriculture value-added 

to 𝐶𝑂2   emissions. The bidirectional and unidirectional causal links between the two variables and GDP 

confirmed the importance of agriculture and energy consumption in economic growth. 

The conclusions of this study have important policy implications for the environment. Because Pakistan's 

economy is strongly reliant on non-renewable energy, particularly fossil fuels, which is a major source of 

emissions, the government should implement clean energy policies that increase the use of renewable energy 

sources such as wind, natural gas, hydropower, and solar energy. Clean energy will reduce emissions by shifting 

away from non-renewable energy sources and toward renewable energy, which will enhance economic growth 

without raising emissions. This can be accomplished by providing tax incentives and subsidies to nuclear power 

facilities and the renewable energy sector to stimulate the usage of clean energy. 

The importance of agriculture to the economy, as well as the damage it poses to the environment, has been 
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highlighted by the findings of this study. As a result, the government and politicians must devise and implement 

methods that promote long-term agricultural practices without limiting productivity. Sustainable farming 

practices can be achieved by empowering a transition from rudimentary to advanced mechanized and 

environmentally friendly sustainable production systems. As the agriculture industry is recognized as an 

important area for 𝐶𝑂2   mitigation, policies in the sector must address aspects that allow for unsustainable 

farming practices. Credit limitations, improved agricultural inputs, technical efficiency due to unequal access to 

training and know-how, extension and veterinary services, and markets are among them. Crop and livestock 

research at the national and institutional levels must be encouraged in order to create long-term strategies for 

decoupling rising agricultural productivity from rising carbon emissions. Finally, other economic sectors such as 

the service sector, which contributes significantly to economic growth at a low environmental cost due to low 

energy consumption and pollution, should be given greater attention in order to strengthen these sectors and 

achieve the required economic growth. 

This study can help agriculture-dominated developing nations establish effective strategies to attain low-carbon 

economies, as well as future empirical investigations on the relationship between agricultural production and 

carbon emissions. 
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