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Abstract 

This paper presents the study of Convolutional Neural Network based Image Classification. In this study, 

different convolutional neural network model is implemented for image classification. There are two application 

which is performed in this namely, emotion detection from facial emotion recognition system and covid-19 

detection from lung CT-scan. In this research work, AlexNet and ResNet-50 convolutional neural network 

models are used for comparison and evaluation is done based on its training accuracy and testing accuracy, 

confusion matrix and Area under the curve (AUC) of ROC graph. All the experiments are performed on 

MATLAB software. In the First application of CNN model is implemented to detect emotions from facial 

expressions and SVM classifier is used for classification of each emotion among eight facial expressions 

namely, surprise, contempt, happiness, sadness, fear, anger, disgust, and neutral. The following proposed work 

is carried out on CK+ datasets to determine the recognition. After performing on both CNN models accuracy of 

both the models are compared. The result shows that ResNet-50 model achieved the best accuracy of 97.32% 

which is better than 90.55% which got on AlexNet model. In Second application of CNN model is to detect 

covid-19 from lung CT-scans. The highest performing model, the ResNet-50 on a SARS-CoV-2 CT-scan 

dataset achieved an accuracy of 95.72% which is maximum than 85.50% which achieved on AlexNet Model. 

Gradient-Weighted Class Activation Mapping (Grad-CAM) is also used to display infected area in the lungs. 

After performing this experiment, the final results shows that the ResNet-50 model, performs much better as 

compared to AlexNet model. 

Keywords: CK+; FER, Emotion Recognition; CNN models;  AlexNet; Res-Net-50; SARS-CoV-2 dataset; Grad-

CAM; SVM; AUC; ROC. 
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1. Introduction  

Emotions plays a significant part in our day-to-say life and will continue to do. It is an effective way of 

communication and the basis of mutual understanding, unity and cooperation between people. The use of PC 

frameworks, programming and organizations are developing quickly and generally. These frameworks have a 

significant impact in our day-to-day existence and make human existence a lot simpler. FER system assumes 

lots of importance during this time. The traditional technique has less accuracy as compared to deep learning 

methods. Deep learning methods give more accurate results as compared to traditional method. This project is 

aimed to implement different CNN model and compare their results to design Facial Emotion Recognition 

(FER) system to detect emotions from facial expression and to detect COVID-19 from facial expressions. In the 

first application, CNN is implemented for correct classification of eight facial expressions namely, surprise, 

contempt, happiness, sadness, fear, anger, disgust, and neutral. Whereas in second application, it is implemented 

to detect COVID-19 from CT-scans of lungs and Gradient-Weighted Class Activation Mapping (Grad-CAM) is 

used to display infected area in the lungs. The CNN module was built in MATLAB to design FER system and 

covid-19 detection method, but training module is performed on the Graphic Processing Unit (GPU) 

computational power to accelerate the process. 

The COVID-19 epidemic has affected life of millions of people world widely. To date, a few million people 

have gone to the valley of death and many more are affected by it every day. Hundreds of studies have not been 

found to contain COVID-19 at a young age due to a lack of testing equipment. When these early undiagnosed 

studies with no symptoms come into contact with healthy people, they transmit the virus to healthy people and 

the series continues. The current method of testing COVID 19 is to use a reverse transcription-polymerase chain 

reaction (RT-PCR). In this method, sample of a patient is collected through a person's nose or throat and sent to 

a laboratory for diagnostic purposes. This is time consuming process and because of its high demand, there is a 

lack of these kits. Globally, researchers are trying to find other ways to diagnose corona-virus in infected 

patients. X-ray and CT-scan emerged as possible options to the diagnosis of COVID-19. In the 1st application, 

the following work consists of a multiple stage of image processing to extract feature representations and it is 

done in three phases: face detection, feature extraction and feature classification steps for predicting the facial 

expression label. The design of FER system is carried out on CK+ datasets to determine the emotions 

recognition. In this, FER system uses sequence of technique for detection of face, extraction of feature and 

classification are discussed. Initially, the dataset is acquired and image pre-processing is performed on dataset. 

All the images in datasets are of different size so, image batch processing is performed on entire dataset and all 

images are resized by 48x48. Next, face detection step is performed and it is done by using viola jones 

algorithm. Viola jones algorithm is one of the most popular techniques for object detection. After pre-processing 

dataset is split into training dataset and testing dataset and 80% of the data are used for training and left 20% for 

the testing set and splitting is done randomly to avoid biasing. Following this, image data is trained by using 

pre-trained CNN model. This CNN models are used for feature extraction. Next, Feature classification step is 

carried out by using Support Vector Machine classifier is used for classification of features namely, anger, 

contempt, disgust, fear, happy, neutral, sadness and surprise. 

In 2nd application same initially, dataset is acquired and all images were resized to 256-by-256.Then, Dataset is 
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split into three set i.e., Training dataset, validation dataset and testing dataset in the ratio of 60:20:20 

respectively. After that, Data Augmentation is done to create dummy data from the original dataset. In this 

method, Image segmentation and feature extraction are automatically done by convolutional bases of CNN pre-

trained models, while classification step is carried out by using a fully connected neural network. In this, 

activation function is ReLU layer and a Softmax output layer.  For both the application Architecture of AlexNet 

and ResNet-50 are used to train the network with learning rate of 0.0001 and sgdm optimizer for AlexNet and 

adam optimizer for ResNet-50 model. This decrease in loss produces a small number of misclassifications. 

AlexNet model is trained over 50 epochs, and ResNet-50 over 100 epochs and learning rate is 0.0001 consider. 

Cross-entropy loss function is used for training progress and this Loss is ideally reduced by updating the 

weights. and then sgdm and adam optimizers are used for AlexNet and ResNet-50 model respectively. The 

motive of this study is to understand different pre-trained convolutional neural network models. Study the hyper 

parameters, properties, and methods for training CNN. Learn about Grad-CAM means how it can be used to 

extract features from input images. The objective of the project is to investigate and understand different pre-

trained convolutional neural network models and tuning of model hyper parameters, their properties, and 

techniques for training CNN are done. There are two applications which are used in this studies : 

 To design, implement, analyze FER system that classify correctly emotions from facial expressions by 

using a pre-trained CNN model. 

 To design, implement, test, and analyse models to detect COVID-19 and classifies correctly between 

COVID-19 and NORMAL CT-scans by using a pre-trained CNN and Grad-CAM is implemented to 

show infected area in the lungs. 

2. Background and Related Works 

There are many studies for pattern recognition technique to recognize and classify human emotion. Pranav E. 

and his colleagues [1] presented a Facial Emotion Recognition that classifies 5 different human facial emotions 

Using a Deep Neural Network. For this model, Adam optimizer is use to minimize the loss function and it is 

tested to possess an accuracy of 78.04%. Sai Yeshwanth Chaganti and his colleagues [2] proposed an Image 

Classification using SVM and CNN and it is concluded that when SVM is implemented on a very small dataset 

it achieves an accuracy of 93% whereas SVM is a very strong technique to achieve maximum accuracy. So, by 

using data augmentation, the dataset size is tripled and on performing again SVM classifier, accuracy of 82% is 

achieved, a significant decrease. Not satisfied with the results, they implement CNN, and got an accuracy of a 

93.57% on the same dataset. Balaji Balasubramanian and his colleagues [3] Analysis of Facial Emotion 

Recognition on different datasets and on different techniques that are used for the task of FER, and the 

conclusion is that CNN performs better as compared to Support Vector Machine (SVM). The structure is to 

perform face detection and train CNN to its output to performs well. G. Cao and his colleagues [4] used a CNN 

model to recognize and classify human emotion and brain signals respectively from ECG dataset. The system 

gives approx. 83% accuracy on testing. Recently, many researches were conducted on detecting COVID-19 

using Machine learning, artificial intelligence techniques. In [5] D. F. Eljamassi proposes COVID-19 Detection 

using Machine Learning to detect the infected condition. Dataset contains chest x-ray images of COVID-19 

patients, people with pneumonia and normal people. For feature extraction Histogram of oriented gradients 
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(HOG) and for classification different classifier namely, SVM, KNN and random forests are used. The 

classification accuracy obtained as 98.14%, 88.89% and 96.29% are achieved on SVM, KNN and random 

forests respectively. A. P. Hartono and his colleagues [6] propose and evaluate the performance CNN and 

Transfer Learning model to detect COVID-19 infections from lungs. Transfer-learning using pre-trained model 

resulted in a detection accuracy of 89% while proposed CNN show the classification accuracy of 97%. A. Q. A. 

Ameer and his colleagues [7] proposes covid-19 detection using CT scan based on gray level Co-Occurrence 

matrix (GLCM). Initially, image pre-processing step is done in which increase contrast in images, then lung is 

removed by labelling the most contrast connected pixels and lastly subtract labelling pixels from original image. 

Then removal of noise is performed by applying filters namely, mean, median and Gaussian, and then GLCM 

was applying in four directions (0ᵒ,45ᵒ,90ᵒ and 135ᵒ), then extract features from GLCM. They got an accuracy of 

94% for detect the location of infection.  

3. Materials and Methods 

In this section, different CNN model is studied and further analysed based on its training and testing accuracy, 

performance metrices, and AUC of ROC graph. 

Then there are two applications which are studied in this thesis: 

1. To design, implement, analyze FER system that classify correctly emotions from facial expressions by 

using a pre-trained CNN model. 

2. To design, implement, test, and analyse models to detect COVID-19 and classifies correctly between 

COVID-19 and NORMAL CT-scans by using a pre-trained CNN and Grad-CAM is implemented to 

show infected area in the lungs. 

3.1. Dataset 

 For FER system CK+ dataset [9] and for covid-19 detection, SARS-CoV-2 CT scan dataset [10] are used. 

CK+ Dataset: The CK+ dataset [9] contains 1534 images of 210 adults within the age of 18 to 50. In this 

dataset, images are of 640x490, 8 bit Gray-scale. The images in dataset are labelled with classes of emotions 

such as Anger, Contempt, Disgust, Neutral, Sadness, Happy, Fear, and Surprise. Ck+ Dataset image sample is 

illustrated in Fig.1. Table 1 represents No. of images in each class in CK+ dataset. 

 

Figure 1: CK+ dataset image sample. 
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Table 1: List of No. of images in each class in CK+ dataset. 

Label No. of Images 

Anger 135 

Contempt 54 

Disgust 177 

Fear 75 

Happy 207 

Neutral 553 

sadness 84 

surprise 249 

Sars-Cov-2 CT Scan Dataset [10] used in this study. It consists of 702 images and it is split into two classes, 

328 COVID-19 and 374 Normal images. The images in the dataset having different dimensions and there are no 

clinical labelling’s found in images which usually found in other datasets. Some of the Samples from CT scan 

dataset is shown in Fig. 2. Table 2 represent No. of images in each class in this dataset. 

 

COVID-19 IMAGES 

 

NORMAL IMAGES 

Figure 2: samples from SARS-CoV-2 CT scan dataset. 

Table 3: List of No. of images in CT- scan dataset. 

Label No. of Images 

COVID-19 328 

NORMAL 374 
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3.2. Proposed Methodology 

 The proposed method of the FER system and covid detection is presented in Fig.3 and Fig.4 respectively.  

In this section, it gives the proposed methodology which is used in this work is arranged in following three 

steps:  

1. Face Detection step 

2. Feature extraction step 

3. Feature classification step 

 

Figure 3: flowchart of the proposed methodology of FER system 
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Figure 4: proposed methodology of COVID-19 detection. 

3.3. Pre-processing 

In this stage, face detection and data modification tasks are carried out for CK+ dataset and for SARS-CoV-2 

CT scan dataset only modification is needed. 

3.3.1. Face detection and data modification for CK+ dataset 

In this step, Viola jones algorithm framework is used in face detection. It is most popular techniques for object 

detection. This technique uses cascade features to extract faces from the datasets. This approach used Haar like 

features of machine learning model to extract features from input image. The outcome of this is that it is reduced 
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by “over one half the number of locations where the final detector must be evaluated”. After this step, the 

images were resized to 48x48 by image batch processor in MATLAB and converted to grayscale images.  

3.3.2. Data modification for lungs CT scan dataset 

In this step, all the images in dataset were resized to 256x256 by image batch processor in MATLAB and 

converted to grayscale images because all the images in datasets are of different sizes. 

3.3.3. Prepare Training Image Sets and Testing Image Sets  

After performing the pre-processing stage, the CK+ dataset is splitting into training and testing Image set and it 

should be done random-y to avoid biasing. Datasets are split in the ratio of 80:20 for training and testing data. 

Table 3 represents Splitting of CK+ dataset. 

Table 3: Splitting of CK+ dataset. 

No. of class 8 

No. of training images 1227 

No. of testing images 306 

SARS-CoV-2 CT scan dataset is split into 60:20:20 for training set, validation set and testing set respectively. 

Splitting of dataset is done randomly to avoid biasing. Table 4 represents Splitting of CT scan dataset. 

Table 4: Splitting of CT scan dataset. 

No. of class 2 

No. of training images 422 

No. of validation images 140 

No. of testing images 140 

3.3.4. Training and Testing stage 

In this step, it focuses on training the models by changing the hyper parameters values, and then apply data 

augmentation techniques, and further studying the different pre-trained CNN models. 

3.4. CNN Model  

In this section, AlexNet and ResNet-50 CNN Models are implemented for feature extraction, and the hyper 

parameters is need to be adjusted to achieve most accurate performance. 

AlexNet: AlexNet is a pre-trained deep learning model. It is the arrangement of 15 layers which consist of input 

image, 1 Convolution, 3 Rectified Linear Unit (ReLU), 1 Cross Channel Normalization, 2 Max Pooling, 2 

Dropout, 3 Fully connected, 1 Softmax, 1 Classification Output layer. In this, ReLU layer comes after the 

Convolutional Layer. ReLU layer add non-linearity in the network and Max-Pooling Layer is add to decrease 

the number of variables and helps in managing overfitting. The fully connected layers are followed by dropout 
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layers. Dropout is a technique used to decreases overfitting of neurons. Fig. 5 shows the architecture of AlexNet 

Model.  

 

Figure 5: AlexNet Model Architecture. 

ResNet-50: It is a pre-trained convolutional neural network model which is trained on millions of images in 

Image-Net database. The ResNet-50 architecture is the arrangement of 50 layers which consist of input image, 

13 Convolution ,13 Batch-Normalization,6 Addition,13 Rectified Linear Unit (ReLU), 1 max- pooling,1 FC, 1 

Softmax, 1 Classification Output layers. Our motive is to analyze the performance of the ResNet-50 model and 

compare it with AlexNet. Fig. 6 shows the ResNet-50 Model architecture. 

 

Figure 6: ResNet-50 Model Architecture 
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Table 5: Layers of AlexNet Architecture. 
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Table 6: Layers of ResNet-50 Architecture. 
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3.5. Hyper Parameter Tuning 

 To Train the model hyper parameter tuning is an important process. In this process, model hyper parameters 

values are adjusting according to the requirement to attain good performance. The following model parameters 

are tuned: 

 Learning rate: It control the step size and no. of iterations in the model. Its values range from 0.0001 

to 1. However, a default value of learning rate is 0.01. 

 Optimizer: Optimizer are techniques used to change the features of neural networks to reduce losses 

like weight and learning rate. sgdm and adam optimizers are used here. 

 Sgdm: sgdm optimizer update the parameters of the model. When loss is occurred during training, the 

model parameters are changed Eqn. (4.1) represents the mathematical expression of the sgdm 

optimizer.  

𝜃 = 𝜃 − 𝛼 ⋅ 𝛻𝐽(𝜃; 𝑥(𝑖); 𝑦(𝑖))   ……………………………………..(1) 

where, x(i) and y(i) are training examples. 

 Adam: adam stands for Adaptive Moment Estimation. This optimizer works with 1st and 2nd order 

momentums. It has an exponentially decaying average of previous gradients. To update the parameter 

eq. (4.2) is used. 

 �̂�𝑡 =
𝑚𝑡

1−𝛽1
𝑡 ……………………………………………………………….(2) 

 �̂�𝑡 =
𝑣𝑡

1−𝛽2
𝑡……………………………………………………………......(3) 

 𝜃𝑡+1 = 𝜃𝑡 −
𝜂

√�̂�𝑡+𝜀
.�̂�𝑡…………………………………...…...………..(4) 

 epochs: It controls the no. of iterations for the training progress. By the use of early stopping, number 

of epochs is not required to set. 

 Activation function: ReLU activation functions are preferred to control the neurons. 

3.6. SVM Classifier 

 SVM is a Support Vector Machine, supervised learning technique which conclude a relation from the training 

dataset. In this technique learns by analysing data and recognising patterns, and implemented for feature 

extraction and classification of pattern regression. And these features are being used for training and testing 

SVM classifier. 

3.7. Data Augmentation 

 is a technique used to create “dummy data” from the original data. This study performs data augmentation to 

produce images in which a rotational change in the range of [−20ᵒ to 20ᵒ] to the original dataset images. 
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3.8. Performance Metrics 

 The performances are evaluated by calculating performance metrics of confusion matrix. The following 

parameters are calculated like, accuracy, precision, specificity, sensitivity, and AUC of ROC. 

These are the following formula which is used to evaluate accuracy, precision, specificity, sensitivity. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
…………………………………………………….(5) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
………………………………………………………….(6) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

(𝐹𝑃+𝑇𝑁)
………………………………………………………….(7) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
……………………………………………………………(8) 

 

3.9. Receiver Operating Characteristics Curve 

 ROC curve is a graphical representation of showing the performance of the classification model. It is plot 

between True Positive Rate (TPR) and False Positive Rate (FPR). In ROC graph, TPR is shown against FPR. 

An Area under the curve value is calculated from the graph and it should be in the range of 0.5 and 1. Fig. 7 

represents ROC curve. 

True Positive Rate is defined as, 

𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
………………………………………………………………….……..(4.9) 

False Positive Rate is defined as, 

𝐹𝑃𝑅 =
𝐹𝑃

𝐹𝑃+𝑇𝑁
……………………………………………………….………………(4.10) 
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Figure 7: ROC Curve.                                                         Figure 8: AUC. 

3.10. Gradient-Weighted Class Activation Mapping 

 Grad-CAM is a classification decisions technique function. It uses the gradient of the classification result w.r.t 

to the convolutional features which is determined by the network to understand which region of the image is 

important for the purpose of classification. It can be applied for the purpose of non- classification. For example, 

regression or semantic segmentation. The places where this gradient is large are exactly the places where the 

final score depends most on the data. It computes the map by taking the derivative of the reduction layer results 

of the given class w.r.t to a convolutional feature map. 

4. Experimental Results and Discussions 

Here, the results of the implemented model is discussed. In this experiment, AlexNet and ResNet-50 CNN pre-

trained models are used and their analysis are done by tuning their parameters.  

In this experiment, there are two applications of CNN mode: 

1. Emotion detection and their classifications from Facial Expressions. 

2. COVID-19 detection from Lungs CT-scans.  

Initially, dataset is acquired and all images were resized to 48-by-48 in CK+ datasets and 256-by-256 in CT scan 

dataset. Then Dataset is split into three set i.e., Training dataset, validation dataset and testing dataset in the ratio 

of 60:20:20 respectively. Next, Data Augmentation is done to create dummy data from the original dataset. Both 

the models are trained according to parameters which is tabulated in Table 7 and Table 10. 

4.1. Emotion Detection And Their Classifications From Facial Expressions 

In this section, firstly face detection is done by Viola-Jones algorithm. 
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Figure 9: Face Detection by Viola Jones algorithm. 

After face detection, all the images are resized to 48-by-48 by batch image processor and converted into gray-

scale in MATLAB. Following this, input images are trained on CNN models (AlexNet and ResNet-50) and the 

hyperparameter tuning of models are tabulate in Table 7. 

Table 7: Model Parameters of CK+ dataset. 

Model Total 

images 

Optimizer Learning    

   rate 

Epoch Iteration Activation 

AlexNet 1534 Sgdm 0.0001 300 600 RELU & Softmax 

ResNet-50 1534 Adam 0.0001 173 346 RELU & Softmax 

Fig. 12 and 13 shows the graph of training progress of AlexNet and ResNet-50 model. From the graph, it is 

observed that the model is not overfitting. The graph displays an increase in training accuracy and decrease in 

loss over time. From Fig. 12, it is observed that when datasets are trained over 300 epochs with learning rate 

0.0001 and sgdm optimizer is used it attains training accuracy of 94.52% and Validation Accuracy of 88.24% 

and overall average accuracy of model is 90.55%.While from Fig. 13, it is observed that when same datasets are 

trained over 173 epochs with the learning rate 0.0001 and adam optimizer is used it attains training accuracy is 

96.43% and validation accuracy is 98.53% and overall average accuracy of model is 97.32%.The results are 

tabulated in Table 8 and the classification results based on accuracy, precision, sensitivity, specificity is in Table 

9. Fig.10 and Fig.11 represents the SVM scatter plot of original and prediction dataset of each class of CK+ 

datasets. 

Experimental results which are performed in MATLAB. 
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Figure 10: SVM Scatter Plot of Original Data Set of different emotion classes. 

 

Figure 11: SVM Scatter Plot of Prediction Model of different emotion classes. 
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Figure 12: Accuracy (%) and loss curve v/s iteration with AlexNet Model of CK+ Dataset 

 

Figure 13: Accuracy (%) and loss curve v/s iteration with ResNet-50 Model of CK+ Dataset. 

Table 8: Training and Validation Accuracy of AlexNet and ResNet-50 Models of CK+ dataset. 

Model Training 

accuracy 

Validation 

accuracy 

Average      

accuracy 

AlexNet 94.52% 88.24% 90.55% 

ResNet-50 96.43% 98.53% 97.32% 
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Table 9: Classification Results of emotion classes of AlexNet (A) and ResNet-50 (R) Model. 

Classes Accuracy Precision Sensitivity Specificity Accuracy (%) 

 A R A R A R A R A R 

Anger 0.98 1 0.91 1 0.91 1 0.99 1 85.3 91.2 

Contempt 0.98 1 0.82 1 0.82 1 0.99 1 88.9 74.1 

Disgust 0.98 1 0.94 1 0.94 1 0.99 1 88.8 95.5 

Fear 0.99 1 0.93 1 0.93 1 0.99 1 15.8 84.2 

Happy 0.98 1 0.96 1 0.96 1 0.99 1 91.3 95.2 

Neutral 0.99 1 0.99 1 0.99 1 0.99 1 98.6 100 

Sadness 0.99 1 0.92 1 0.92 1 0.99 1 61.9 81.0 

Surprise 0.97 1 0.92 1 0.92 1 0.98 1 88.8 93.6 

From Table 9, it is observed that when datasets is trained over AlexNet and ResNet-50 models Neutral emotions 

achieved maximum accurcacy of 98.6%  and 100% respectively and Fear class achieved mimimum accuracy of 

15.8% on AlexNet and contempt class achieved mimimum accuracy of 74.1% on ResNet-50. 

 

Figure 14: Confusion matrix of AlexNet Proposed Method of emotion classes. 

 

Figure 15: Classification report of AlexNet Proposed Method of emotion classes. 
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Figure 16: Confusion matrix of ResNet-50 Proposed Method of emotion classes. 

 

Figure 17: Classification report of ResNet-50 Proposed Method of emotion classes. 
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Figure 18: Graphical representation of comparison of both models. 

 

Figure 19: ROC curve of AlexNet SVM classifier of emotion classes. 
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Figure 20: ROC curve of ResNet-50 with SVM classifier of emotion classes. 

From Fig.15, it is observed that overall, 87.3% predictions are correct and 12.7% are incorrect in AlexNet while 

from Fig.17 it is clearly observed that 94.3% predictions are correct and 5.7% are incorrect in ResNet-50 model. 

Fig.19 and Fig.20 represents ROC curve of each model with SVM classifier and AUC is 1 for all emotions 

classes on both models. It means it is able to discriminate between classes. 

4.2. Classification And Detection of Covid-19 From CT- Scan Dataset 

Initially, all the images are resized to 256-by256 by batch image processor and converted into gray-scale in 

MATLAB. Following this, input images are trained on CNN models (AlexNet and ResNet-50) and the 

hyperparameter tuning of models are tabulate in Table 10. 

Table 10: Hyper parameters of model of CT scan dataset 

Model Number    

   of images 

Optimizer Learning    

   rate 

Epoch Iteration Iterations per 

epoch 

AlexNet 702 Sgdm 1 × 10−4 50 150 3 

ResNet-50 702 Adam 1 × 10−4 89 355 4 

Fig. 21 and 22 shows the graph of training accuracy and loss curve of AlexNet and ResNet-50 model. The graph 

displays an increase in training accuracy and decrease in loss over time. From 21, it is observed that when 

datasets are trained over 50 epochs with learning rate 0.0001 and sgdm optimizer is used it attains Mini-batch 

accuracy of 88.72% and Mini-batch loss of 0.2861and overall average accuracy of model is 85.50%.While from 

Fig. 22, it is observed that when same datasets are trained over 89 epochs with learning rate 0.0001 and adam 

optimizer is used it attains Mini-batch accuracy of 98.44% and Mini-batch loss of 0.0974 and overall average 

accuracy of model is  95.72%.The results are tabulated in Table 11 and the classification analysis of each class 

is tabulated in Table 12 based on accuracy, precision, sensitivity, specificity. 
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Figure 21: Accuracy (%) and loss curve v/s iteration of AlexNet Model of CT scan dataset. 

 

Figure 22: Accuracy (%) and loss curve v/s iteration of ResNet-50 Model of CT scan dataset. 

Table 11: Results of Transfer learning of CT scan dataset. 

Model Mini batch 

accuracy (%) 

Mini batch  

loss(%) 

Average accuracy 

(%) 

Training time 

AlexNet 88.72 0.2861 85.50 10 min 50 sec 

ResNet-50 98.44 0.0974 95.72 106 min 30 sec 

Table 12: Comparison analysis of AlexNet (A) and ResNet-50(R) of CT scan dataset. 

Classes     Accuracy Precision Specificity Sensitivity Accuracy(%) 

 (A) (R) (A) (R) (A) (R) (A) (R) (A) (R) 

COVID-19 90.14 96.55 89.24 96.27 90.90 96.79 89.24 96.27 92.1 94.5 

NORMAL 87.11 94.91 88.08 95.26 85.97 94.51 88.08 95.26 79.7 96.8 
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In Fig. 24, the first two diagonal cells shows the number and percentge of classification by trained the network. 

Means, 151 are correctly classified as COVID-19 and it is corrsponds to 43.0% and 149 as NORMAL and  it is 

corrsponds to 42.5%. similarly,13 and 38 are wrongly classified as COVID-19 and NORMAL and it is 

corresponds to 3.7% and 10.8% respectively. Out of 164 COVID-19 predictions, 92.1% are correct and 7.9% 

are incorrect. Out of 187 NORMAL predictions 79.7% are corect and 20.3% are incorrect. Out of 189 COVID-

19 cases,79.9% are correctly classified as COVID-19 and 20.1% are predicted as NORMAL. Out of 162 

NORMAL cases,92.0%  are classified as NORMAL and 8.0% are classified as COVID-19. Overall, 85.5% of 

the predictions are correct and 14.5% are wrong. 

 

Figure 23: Confusion matrix of AlexNet Model of CT scan dataset. 

 

Figure24: Confusion report of AlexNet Model of CT scan dataset. 

Similarly, in Fig.26, values across the diagonal cells means 155 are correctly classified as COVID-19 and it is 

corrsponds to 44.2% and 181 as NORMAL and  it is corrsponds to 1.6%. similarly,9 and 6 arewrongly classified 

as COVID-19 and NORMAL and it is corresponds to 2.6% and 1.7% respectively. Out of 164 COVID-19 

predictions, 94.5% are correct and 5.5% are incorrect. Out of 187 NORMAL predictions 96.8% are corect and 
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3.2% are incorrect. Out of 161 COVID-19 cases,96.3% are correctly classified as COVID-19 and 3.7% are 

predicted as NORMAL. Out of 190 NORMAL cases,95.3%  are classified as NORMAL and 4.7% are classified 

as COVID-19. Overall, 95.7% of the predictions are correct and 4.3% are wrong. 

          

 

Figure 25: Confusion matrix of ResNet-50 Model of CT scan dataset. 

 

Figure 26: Confusion report of ResNet-50 Model of CT scan dataset. 

In Fig. 27 it is observed that AUC for alexnet is 0.9587 for both class COVID-19 and NORMAL and from 

Fig.28 it is observed that, AUC is 0.9869 for both classes. The results are tabulated in Table 13. 
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Figure 27: ROC curve of AlexNet Model of CT scan dataset. 

 

Figure 28: ROC curve of ResNet-50 Model of CT scan dataset. 

Table 13: Area under the curve of ROC graph of COVID-19 and NORMAL classes 

Classes AUC for AlexNet AUC for ResNet-50 

COVID-19 0.9587 0.9869 

NORMAL 0.9587 0.9869 

In accordance with the testing of algorithm Grad-cam is implemented on a sample of COVID-19 and Normal 

CT-scans to see portions of the CT-scan which is utilized as a marker to show the beginning phases of the 

COVID-19 contamination. The CT-scan with a COVID-19 positive outcome has a 95.72% certainty level, while 

the COVID-19 outcome showed a 48.80% confirmation.  Fig.5.20 shows Grad-cam result of infected and non-

infeced lungs CT-scans. 
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(a) Heatmap showing covid-19 positive                  (b) Heatmap showing covid-19 negative 

Figure 29: Grad-CAM result of ResNet-50 Model. 

After performing this experiment, the final results shows that the ResNet-50 architecture, performs much better 

as compared to AlexNet architecture in both applications i.e., Emotion detection and their classifications from 

Facial Expressions and classification of COVID-19 from CT - scan dataset. 

5. Conclusions 

In this project, different types of convolutional neural network models are studied and implemented to detect 

emotions from facial expression and COVID from CT-scans. And SVM classifier is used to extracted features 

from convolution base of pre-trained models. In this work, AlexNet and ResNet-50 models are used and 

comparison of both the models are done on the basis of their training and testing accuracy, confusion matrices 

and ROC graph. In the 1
st
 application FER system is designed and implemented on CK+ dataset to achieve the 

accuracy of 97.32% on ResNet-50 model which is better than 90.55% which got on AlexNet model. The 

Confusion Matrix of CK+ dataset clearly shows that the ResNet-50 model with adam optimizer and SVM 

classifier can classify emotions more efficiently and Neutral emotion show maximum accuracy i.e., 98.6% in 

AlexNet and 100% in ResNet-50 model. The area under the curve of ROC graph also shows that the model can 

distinguish all the emotions clearly. In the 2
nd

 application, same CNN models are used to train the CT-scan 

datasets and to detect COVID-19. In this, the final results show that the ResNet-50 architecture, performs much 

better as compared to AlexNet architecture with an accuracy of 95.72%, and ROC-AUC of 98.69%. For 

COVID-19 testing different pre-trained CNN models like ResNet-50 can be used which is described in this 

paper, and it can become an alternative for covid-19 testing. Grad-CAM is implemented to detect the existence 

of COVID-19 infection in lungs CT scan. After comparison of both the model, it is concluded that ResNet-50 

performs much better and give higher accuracy as compared to AlexNet model. 
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