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Abstract 

In the study, bootstrap and jackknife methods, which are used as a correction term when assumptions of the 

error in simple linear regressions are not met, are explored in detail. In the application, model parameters, 

coefficients of determination, standard errors, coefficients of correlation and %95 confidence intervals 

belonging to these methods are estimated with the help of a real data and the obtained results are interpreted. 

Keywords: Bootstrap; Jackknife; Simple linear regression; Mean squared error; Coefficient of determination; 
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1. Introduction  

Resampling methods used in applied statistics are also used in simple linear regression analysis. For the 

estimation in the least squares method to give good results, it needs to meet certain assumptions. Bootstrap 

method is used as an alternative approach when the assumptions are not met in regression analysis. In linear 

regression, using bootstrap and jackknife methods to estimate sampling distribution of coefficients of regression 

is firstly suggested by Efron in 1979 [1] and it is improved by Freedman in 1981 [2] and Wu in 1986 [3,4].  
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In recent years, with the improvement of computer technology, it is possible to estimate more efficient and 

consistent parameters through the usage of methods known as resampling methods. In this regard, in the study, 

superiorities of bootstrap, jackknife and least squares methods in simple linear regression are explored according 

to the results obtained from the methods. In 2nd and 3rd Chapter, bootstrap and jackknife methods are going to 

be briefly explained. In 4th Chapter, stages of bootstrap and jackknife methods in simple linear regression are 

going to be explored with the help of a real data.   And in the last part, results obtained in the study are going to 

be interpreted. The purpose of this study is to introduce and compare resampling methods in regression analysis. 

2. Jackknife Method 

Jackknife methods is suggested the first time by Quenoille in 1949 and in 1956 [5-6]. Tukey in 1958 [7] used it 

to calculate estimate and confidence intervals [8]. Jackknife method is based on excluding one observation value 

in each trial and each time, statistics for parameter, 𝜃𝜃, in remaining observations are calculated. 

Fundamental logic of the methods comes from calculating sampling statistics from remaining observations 

through excluding an observation one time in data set. Thus, only 𝑛𝑛 different observations from 𝑛𝑛 observations 

can be formed.  

Let us have 𝑋𝑋 = (𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑛𝑛) sample and 𝜃𝜃� = 𝑠𝑠(𝑋𝑋) be our estimator. According to jackknife methods, when 𝑖𝑖. 

observation are excluded, new sample is; 

𝑥𝑥(𝑖𝑖) = (𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑖𝑖−1, 𝑥𝑥𝑖𝑖+1, … , 𝑥𝑥𝑛𝑛)  ;   𝑖𝑖 = 1,2, … ,𝑛𝑛                                                         (1) 

 Because of this, its estimator is also;  

𝜃𝜃�(𝑖𝑖) = 𝑠𝑠�𝑥𝑥(𝑖𝑖)�                                                                                                                            (2) 

 Jacknife estimate of bias is defined as follows, 

𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 = �𝜃𝜃�(.) − 𝜃𝜃��                                                                                                                        (3) 

Here,  𝜃𝜃�(.)  is the estimate of 𝜃𝜃  and calculated through the equation, 𝜃𝜃�(.) =
∑ 𝜃𝜃�(𝑖𝑖)
𝑛𝑛
𝑖𝑖=1
𝑛𝑛

,  Jackknife estimate of 

standard error is; 

𝑠𝑠𝑠𝑠�𝐽𝐽𝐽𝐽𝐽𝐽𝐽𝐽𝐽𝐽 =
{
[∑ �𝜃𝜃�(𝑖𝑖) − 𝜃𝜃�(.)�𝑛𝑛

𝑖𝑖=1
2]

𝑛𝑛 − 1 }1 2�

√𝑛𝑛
                                                                                      (4) 

 And to calculate pseudo values in jackknife methods, following equation [9-10] is used, 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖 = 𝑛𝑛𝜃𝜃� − (𝑛𝑛 − 1)𝜃𝜃�(𝑖𝑖)                                                                                         (5) 
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The statistic to use here can be mean, median etc. Applying jackknife method in simple linear regression can be 

taken as the same logic. Through excluding one observation each time from the current dependent and 

independent variables, least squares method is applied. This process is repeated times of the sample size. Then, 

pseudo values belonging to estimate of the model parameters, model standard error, and coefficient of 

determination and correlation of the model are calculated.  Regression model and statistics belonging to it are 

estimated through averaging pseudo values of calculated values. 

3. Bootstrap Method 

Bootstrap method, which came into the picture as a resampling method the first time, is suggested as an 

alternative to another resampling method, Jackknife method, by Efron in 1979. Bootstrap, which includes more 

calculations than distribution assumptions of traditional parametric result and mathematical analysis, is used as 

an approach to the statistical result [11]. Bootstrap is developed to calculate sample mean, standard error and to 

form confidence intervals [12]. 

Bootstrap method known as two different form. The first is parametric bootstrap and the second is 

nonparametric bootstrap method. Before using parametric bootstrap method, assumption is made for sample 

distribution. While, for example, two parameter is needed in normal distribution, one parameter is needed for 

Poisson distribution. And in nonparametric method, statistic is estimated by the usage of sampling with 

replacement and distribution of the statistic is tried to be determined [13]. 

This method, which is applied through repetition of error terms in regression analysis, is suggested by Bradley 

Efron in 1979 and is improved to obtain more efficient parameter estimations than classical least squares 

method. It is known as resampling of error term. Algorithm; 

1) 𝑛𝑛 sample is chosen from population depending on luck. 

2) LSM is applied to the chosen sample. 

3) 𝑒𝑒𝑖𝑖 is calculated from this model. 

4) 𝑛𝑛  sized B bootstrap error subsamples are formed by giving 1/𝑛𝑛 probability to obtained 𝑒𝑒𝑖𝑖 values. 

So, experimental distribution function is obtained.  

5) Bootstrap error of the mean values are calculated from experimental distribution function as follows; 

𝜀𝜀̂𝑖̅𝑖∗ =
∑ 𝜀𝜀𝑏̂𝑏𝑏𝑏𝐵𝐵
𝑏𝑏=1

𝐵𝐵
                                                                                                                        (6) 

6) Obtained 𝜀𝜀̂𝑖̅𝑖∗ values are put into place of 𝑒𝑒𝑖𝑖 in the model, which is formed in 2nd step, and, 

𝑌𝑌𝑖𝑖∗ = 𝑋𝑋𝛽̂𝛽 + 𝜀𝜀̂𝑖̅𝑖∗                                                                                                                        (7) 
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So, bootstrap 𝑌𝑌𝑖𝑖∗ values are calculated as above. 

7) 𝛽𝛽 ’'s bootstrap estimator is calculated from 𝑌𝑌𝑖𝑖∗ and 𝑋𝑋 with least squares method as following (Topuz, 

2002), 

𝛽̂𝛽∗𝑘𝑘 = (𝑋𝑋′𝑋𝑋)−1𝑋𝑋′𝑌𝑌𝑖𝑖∗                                                                                                              (8) 

4. Real data application 

Data set used in the study comes from Mikey and showed widely. Explanatory variable is the age of a child 

when he spoke his first word and dependent variable is Gesell adaptation value of it [15]. This data is for 21 

children like in Table 1.  

Table 1: First Word-Gesell Adaptation Score Data 

Rank No 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 

Gesell 

Score 

15 26 10 9 15 20 18 11 8 20 7 9 10 11 11 10 12 42 17 11 10 

As month 

Age 

95 71 83 91 102 87 93 100 104 94 113 96 83 84 102 100 105 57 121 86 100 

 

Simple linear regression analysis of this data is analyzed in R programming language. Firstly, state of residual, 

which is obtained using estimation model, is interpreted in Figure 1.  

 

Figure 1: Graphs belonging to residual obtained using estimation model 

70 80 90 100

-20
0

20

Fitted values

Re
sid

ua
ls Residuals vs Fitted

19

313

-2 -1 0 1 2

-1
1

3

Theoretical Quant

Sta
nd

ard
ize

d r
es

id

Normal Q-Q
19

3 13

70 80 90 100

0.0
1.0

Fitted values

Sta
nd

ard
ize

d r
es

idu
als Scale-Location

19

313

0.0 0.2 0.4 0.6

-2
0

2

Leverage

Sta
nd

ard
ize

d r
es

id

Cook's distance10.5

0.51

Residuals vs L

18

19

2



International Journal of Sciences: Basic and Applied Research (IJSBAR) (2016) Volume 30, No  5, pp 63-74 

67 
 

If we look at Figure 1 carefully, we see that 19th observation is deviated value.  In this regard, resampling 

methods can be used as a correction term. Thus, behaviors of bootstrap and jackknife methods in simple linear 

regression model are explored in the study. 

Linear regression results of data set is shown in Table 2 and obtained results are indicated. 

Table 2: Simple Linear Regression Results 

 

Variable 

Non-standardize Coefficients 

t-test Probability of Significance B Std. Error 

Constant 109.874 5.068 21.681 0.000 

𝑋𝑋1 -1.127 0.310 -3.633 0.002 

𝑅𝑅2 = 0.41; 𝜎𝜎� = 11.023; 𝑟𝑟 = −0.64 

Significance test of the model, F=13.2002 and probability of significance is 0.002. 

 

When we look at Table 2, regression coefficients, which are estimated for the model, are found statistically 

significant (𝑝𝑝 < 0.05). Simple linear regression model, which is formed with the help of these variables, is also 

found significant (𝑝𝑝 = 0.002 < 0.05).  It is calculated as 𝑅𝑅2 = 0.41 for the model. In another words, rate for 

explanatory variable to explain variance of the model is 0.41. Standard error of the model is 11.023 and 

correlation between variables is -0.64. 

And now, let us look into the estimation of model parameters in simple linear regression analysis with jackknife 

and bootstrap methods; 

In Table 3, beta coefficients, coefficient of correlation, standard error of the model and coefficient of 

determination, which are obtained from applied regression analysis through excluding one observation one by 

one with jackknife method, is seen.  

When one observation is deleted for each in turn. 

𝑌𝑌�−1 = 𝑎𝑎−1 + 𝑏𝑏−1𝑋𝑋 = 109.7873 − 1.128𝑋𝑋; 𝑟𝑟−1 = −0.64 ;𝜎𝜎�−1 = 11.31433 ; 𝑅𝑅−12 = 0.410 

𝑌𝑌�−2 = 𝑎𝑎−2 + 𝑏𝑏−2𝑋𝑋 = 108.9151 − 1.0228𝑋𝑋; 𝑟𝑟−2 = −0.59 ;𝜎𝜎�−2 = 11.056 ; 𝑅𝑅−22 = 0.348 

… 

𝑌𝑌�−21 = 𝑎𝑎−21 + 𝑏𝑏−21𝑋𝑋 = 109.7286 − 1.1218𝑋𝑋; 𝑟𝑟−21 = −0.63 ;𝜎𝜎�−2 = 11.319 ; 𝑅𝑅−22 = 0.404 

Obtained values are shown in Table 3. 
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Table 3: Statistics obtained through Jackknife Method 

 

𝒂𝒂−𝒏𝒏 𝒃𝒃−𝒏𝒏 𝑹𝑹−𝒏𝒏𝟐𝟐  𝝈𝝈�−𝒏𝒏 𝒓𝒓−𝒏𝒏 

None excluded 109.874 -1.127 0.41 11.02291 -0.64 

1. excluded 109.7873 -1.128 0.410798 11.31433 -0.6409348 

2. excluded 108.9151 -1.0228 0.347736 11.055957 -0.5896918 

3. excluded 111.4973 -1.1847 0.45988 10.668705 -0.6781446 

4. excluded 110.8967 -1.1670 0.429845 11.121977 -0.6556254 

5. excluded 109,489 -1.1316 0.421076 11.11286 -0.648904 

6. excluded 109.8679 -1.1253 0.40288 11.324667 -0.6347284 

7. excluded 109.8506 -1.1373 0.41306 11.294609 -0.6426972 

8. excluded 109.6435 -1.1198 0.405294 11.308398 -0.6366274 

9. excluded 109.4631 -1.1097 0.395389 11.298614 -0.6287992 

10. excluded 109.9915 -1.1589 0.4222 11.206822 -0.6497692 

11. excluded 108.2788 -1.0561 0.382097 10.992783 -0.6181397 

12. excluded 110.3109 -1.1440 0.412941 11.288168 -0.642605 

13. excluded 111.4973 -1.1847 0.45988 10.668705 -0.6781446 

14. excluded 111.1042 -1.1652 0.44527 10.842422 -0.6672854 

15. excluded 109.4609 -1.1141 0.404415 11.271643 -0.635936 

16. excluded 109.7286 -1.1218 0.404088 11.31986 -0.6356794 

17. excluded 109.1919 -1.1097 0.409802 11.129664 -0.6401579 

18. excluded 105.6299 -0.7792 0.112163 11.106756 -0.3349073 

19. excluded 109.3047 -1.1933 0.571631 8.628196 -0.7560628 

20. excluded 110.9216 -1.1595 0.436775 10.977128 -0.6608894 

21. excluded 109.7286 -1.1218 0.404088 11.31986 -0.6356794 

 

Pseudo values of the values in Table 3 are obtained with the help of following equation using these values and 

are in Table 4. 

𝑝𝑝𝑝𝑝𝑖𝑖(𝑋𝑋) = 𝑛𝑛 ∗ ∅𝑛𝑛(𝑋𝑋1, … ,𝑋𝑋𝑛𝑛 ) − (𝑛𝑛 − 1)�∅𝑛𝑛−1(𝑋𝑋1, … ,𝑋𝑋𝑛𝑛 )�[𝑖𝑖]
 

For intercept estimates, 

𝑎𝑎1∗ = 21 ∗ (109.874) − 20 ∗ (109.7873) = 111.6 

𝑎𝑎2∗ = 21 ∗ (109.874) − 20 ∗ (108.9151) = 129.05 

… 



International Journal of Sciences: Basic and Applied Research (IJSBAR) (2016) Volume 30, No  5, pp 63-74 

69 
 

𝑎𝑎21∗ = 21 ∗ (109.874) − 20 ∗ (109.7286) = 112.7 

For slope estimates, 

𝑏𝑏1∗ = 21 ∗ (−1.127) − 20 ∗ (−1.128) = −1.1 

𝑏𝑏2∗ = 21 ∗ (−1.127) − 20 ∗ (−1.0228) = −3.2 

… 

𝑎𝑎21∗ = 21 ∗ (−1.127) − 20 ∗ (−1.1218) = −1.2 

In Table 4, pseudo values of regression coefficients, standard error of the model, coefficient of correlation and 

determination are given.  With the help of this table, jackknife estimations are found. Let us show the estimation 

value, which is obtained using jackknife estimate, as 𝑌𝑌�𝑖𝑖∗ and these values are obtained using following equation,  

𝑌𝑌�𝑖𝑖∗ = 𝑎𝑎∗ + 𝑏𝑏∗𝑋𝑋 = 112.5322 − 1.347𝑋𝑋 

 Moreover, 𝑟𝑟𝑌𝑌�𝑖𝑖∗,𝑌𝑌�𝑖𝑖 = 1. This shows that the correlation between the original data and the estimation values is the 

same for both 𝑌𝑌�𝑖𝑖∗ and the 𝑌𝑌�𝑖𝑖 . Jackknife estimations are calculated like Table 4. 

Table 4: Pseudo Values 

 𝒂𝒂𝒏𝒏∗  𝒃𝒃𝒏𝒏∗  𝑹𝑹𝒏𝒏𝟐𝟐∗ 𝝈𝝈�𝒏𝒏∗  𝒓𝒓𝒏𝒏∗  

None excluded 109.874 -1,127 0.41 11.02291 -0.64 

1. excluded 111.6047 -1.10608 0.3934469 5.194477 -0.62739 

2. excluded 129.0488 -3.21011 1.65466794 10.361934 -1.65225 

3. excluded 77.40537 0.028115 -0.5882058 18.106984 0.116803 

4. excluded 89.41629 -0.32654 0.01250356 9.041542 -0.33358 

5. excluded 117.5705 -1,034 0.18786752 9.223888 -0.46801 

6. excluded 109.9917 -1.15904 0.55179401 4.987743 -0.75152 

7. excluded 110.3382 -0.91941 0.34820159 5.588891 -0.59214 

8. excluded 114.4804 -1.27019 0.50350789 5.313118 -0.71354 

9. excluded 118.0882 -1.47205 0.70162701 5.508795 -0.87011 

10. excluded 107.5214 -0.48739 0.16539742 7.344636 -0.45071 

11. excluded 141.7749 -2.54299 0.96746245 11.625412 -1.0833 

12. excluded 101.1318 -0.78494 0.35057232 5.717717 -0.59399 

13. excluded 77.40537 0.028115 -0.5882058 18.106984 0.116803 



International Journal of Sciences: Basic and Applied Research (IJSBAR) (2016) Volume 30, No  5, pp 63-74 

70 
 

14. excluded 85.26744 -0.36208 -0.2959997 14.632642 -0.10038 

15. excluded 118.1321 -1.3837 0.52110385 6.048218 -0.72737 

16. excluded 112.7787 -1.23033 0.52763134 5.083879 -0.7325 

17. excluded 123.5129 -1.47106 0.41335457 8.887798 -0.64293 

18. excluded 194.7533 -8.08235 6.36613795 9.345961 -6.74794 

19. excluded 121.2571 0.199448 -2.8232241 58.91716 1.675167 

20. excluded 88.91906 -0.47559 -0.1260996 11.938523 -0.2283 

21. excluded 112.7787 -1.23033 0.52763134 5.083879 -0.7325 

Mean 112.5322 -1.34726 0.4652 11.24096 -0.76856 

Std. Error 5.487377 0.380179 0.34823524 2.545924206 0.328803 

Mean jackknife parameter values related to explanatory coefficient of the model, standard error values related to 

pseudo jackknife values, "t" values related to jackknife parameter distribution and finally confidence intervals of 

parameter values are summarized in Table 5. 

When we look into Table 5, for the jackknife, confidence intervals are computed. 𝛼𝛼 = 0.05 Critical value for a 

Student’s t distribution for 19 degrees of freedom is equal to 𝑡𝑡𝑡𝑡 = 2.093,  

The confidence interval for the intercept; 

𝑎𝑎∗ ∓ 𝑡𝑡𝑡𝑡𝑆𝑆𝑆𝑆 = 112.5322 ∓ 2.093 ∗ 5.487377 = (101.0471; 124.01728) 

The confidence interval for the slope; 

𝑏𝑏∗ ∓ 𝑡𝑡𝑡𝑡𝑆𝑆𝑆𝑆 = −1.3472 ∓ 2.093 ∗ 0.380179 = (−2.14291;−0.55148) 

Table 5: %95 Confidence Intervals (CI) of calculated parameter estimates with Jackknife Method 

 𝒂𝒂𝒏𝒏∗  𝒃𝒃𝒏𝒏∗  𝑹𝑹𝒏𝒏𝟐𝟐∗ 𝝈𝝈�𝒏𝒏∗  𝒓𝒓𝒏𝒏∗  

Original 

Coefficient 109.874 -1.127 0.41 11.02291 -0.64 

Mean 112.5322 -1.3472 0.4652 11.24096 -0.768 

SE 5.487377 0.380 0.348 2.546 0.328 

LowerBound 101.0471 -2.142 -0.2636 5.912 -1.454 

UpperBound 124.01728 -0.551 1.194 16.56957 -0.077 

 

Obtained results through bootstrap method is as following; 
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Table 6: Residuals Obtained From Regression Model 

Rank No 𝒆𝒆𝒊𝒊 𝒆𝒆𝒊𝒊/𝟐𝟐𝟐𝟐 

1 2.0310 0.0967 

2 -9.5721 -0.4558 

3 -15.6040 -0.7431 

4 -8.7309 -0.4158 

5 9.0310 0.4300 

6 -0.3341 -0.0159 

7 3.4120 0.1625 

8 2.5230 0.1201 

9 3.1421 0.1496 

10 6.6659 0.3174 

11 11.0151 0.5245 

12 -3.7309 -0.1777 

13 -15.6040 -0.7431 

14 -13.4770 -0.6418 

15 4.5230 0.2154 

16 1.3960 0.0665 

17 8.6500 0.4119 

18 -5.5403 -0.2638 

19 30.2850 1.4421 

20 -11.4770 -0.5465 

21 1.3960 0.0665 

If we look into Table 6, firstly, 𝑒𝑒𝑖𝑖 residuals are computed with classical LSM. Then, to each obtained 𝑒𝑒𝑖𝑖 value, 
1

21�  probability is given. Bootstrap method is applied to obtained 21 𝑒𝑒𝑖𝑖 21�  value.  

Table 7: Bootstrap residuals and calculated estimates 

Rank  

No 

1.Bootst 

Ex. 

2.Bootst 

Ex. … 

999. Bootst  

Ex. 

1000.Bootst 

Ex. 𝜺𝜺��𝒊𝒊∗ 𝒀𝒀𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃∗  

1 0.3174 0.4119 … 0.0665 0.0665 0.0177 92.9867 

2 0.4119 0.2154 

 

-0.4558 -0.7431 0.0032 80.5752 

3 0.2154 0.0665 

 

1.4421 0.4300 -0.0195 98.5845 

4 -0.7431 -0.4558 

 

-0.4158 0.0665 -0.0101 99.7209 

5 0.3174 0.3174 

 

-0.7431 -0.6418 0.0070 92,976 

6 -0.7431 -0.0159 

 

-0.7431 -0.6418 0.0208 87.3548 

7 0.3174 -0.7431 

 

-0.0159 -0.7431 0.0036 89.5916 
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8 0.0665 -0.2638 

 

0.5245 0.1496 -0.01938 97.45762 

9 0.0665 -0.6418 

 

0.2154 0.4300 -0.00003 100,858 

10 -0.6418 0.0665 

 

-0.7431 -0.0159 -0.0013 87.3327 

11 -0.7431 0.5245 

 

0.0665 -0.7431 -0.0077 101.9773 

12 -0.5465 1.4421 

 

-0.4558 0.4119 -0.0191 99.7119 

13 -0.7431 -0.4158 

 

-0.5465 -0.6418 0.0164 98.6204 

14 -0.7431 -0.6418 

 

-0.1777 0.4119 0.0014 97.4784 

15 -0.4158 -0.0159 

 

0.4119 -0.2638 0.0241 97.5011 

16 0.0665 0.0665 

 

-0.4558 0.0967 -0.0075 98.5965 

17 -0.1777 0.1201 

 

0.1201 -0.6418 -0.0158 96.3342 

18 0.0665 0.3174 

 

0.5245 0.1201 -0.0012 62.5388 

19 -0.1777 -0.7431 

 

-0.0159 -0.4558 -0.0156 90.6994 

20 0.0967 0.4300 

 

0.1201 1.4421 -0.0100 97,467 

21 0.1625 -0.4158 … 0.0967 -0.4558 0.0003 98.6043 

 

If we look into Table 7, there are formed 1000 number of 25 sized bootstrap example belonging t this value. 𝜀𝜀̂𝑖̅𝑖
∗ 

value is calculated considering obtained bootstrap sample and with the help of this value, Yboot∗  is calculated. 𝜀𝜀̂𝑖̅𝑖∗ 

value is calculated by averaging row values in Table 7. In another words, it is the mean of the first values in 

each bootstrap sample. 

𝑌𝑌𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏∗ : Regression model, which is obtained from LSM, is expressed as 𝜀𝜀̂𝑖̅𝑖∗. In another words,  

𝑌𝑌𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏∗ = 109.874 − 1.127𝑥𝑥 + 𝜀𝜀̂𝑖̅𝑖∗ 

𝑌𝑌𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏∗  value, which is obtained here, is based on resampling of error term. 

If we summarize obtained values , 

Table 8: %95 Confidence Intervals (CI) of calculated parameter estimates with Bootstrap Method 

 𝒂𝒂 𝒃𝒃 

BootsMean 109.868 -1.127 

BootsError 0.006 0.0003 

Bottom Line % 95 CI 109.855 109.881 

Top Line % 95 CI -1.127 -1.126 

𝑅𝑅2 = 0.99;  𝜎𝜎� = 0.0134; r= -0.99 

When we look into Table 8, coefficient of determination of regression model, which is formed with the help of 
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bootstrap method, is 𝑅𝑅2 = 0.99 and rate for independent variable to explain the variance of dependent variable 

is observed as very high. Standard error of the formed regression model is 0.0134. This shows the success of the 

results obtained with the bootstrap method. 

4. Conclusion 

In the study, usage of bootstrap and jackknife methods in simple linear regression is explained in detail. 

Coefficients of determination, standard error of the model, coefficient of correlation and confidence intervals are 

calculated.  

Pseudo standard error of the mean belonging to the model after calculations made considering jackknife method 

is 11.241 and, pseudo standard error of the standard error is 2.546. Also, jackknife mean of obtained coefficient 

of determination is 0.46. Estimate of standard error estimate belonging to the model with bootstrap method is 

0.0134. Coefficient of determination of bootstrap method is calculated as 0.99.  

As a result, in this study, bootstrap method, which is used as a correction method when the assumptions of error 

term are not met, is seen to give better results than jackknife and least squares method with the given data 

structure. In the application part, since the usage of bootstrap and jackknife methods in simple linear regression 

is given in detail, it can be used as a reference for similar studies. 
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